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Preface

The advent of the space age opened a whole new dimension in our ability to observe, study, and
monitor planetary (including Earth) surfaces and atmospheres on a global and continuous scale.
This led to major developments in the field of remote sensing in the scientific, commercial,
national security, and technical aspects. In addition, ongoing technological developments in
detectors and digital electronics opened the whole electromagnetic spectrum to be used for
detecting and measuring ever-finer details of the emitted and reflected waves that contain
the “fingerprints” of the medium with which they interact. Spaceborne imaging spectrometers
from the ultraviolet to the far infrared are being developed to acquire laboratory quality spectra
for each observed surface pixel or atmospheric region, thus allowing direct identification of the
surface or atmospheric composition. Multispectral polarimetric and interferometric imaging
radars are providing detailed maps of the surface morphology, dynamics, cover and the
near-subsurface structure, as well as three-dimensional maps of precipitation and cloudy
regions in the atmosphere. Active microwave sensors are being used to monitor, on a global
basis, the dynamics of the ocean: its topography, currents, near-surface wind, and polar ice. Pas-
sive and active atmospheric sounders provide detailed profiles of the atmosphere and iono-
sphere characteristics: temperature, pressure, wind velocity, and electron content. Large-
scale multispectral imagers provide repetitive global images of the surface biomass cover and
monitor our planet’s environmental changes resulting from natural causes as well as from
the impact of human civilization.

These capabilities are also being applied more extensively in exploring the planets in our solar
system with flyby and orbiting spacecraft. All the major bodies in the solar system have been
visited and explored. The surface of Venus has been mapped globally by radar, and Mars has
been explored with orbiters and rovers. Jupiter and Saturn, as well as their satellites, have been
mapped by sophisticated orbiters.

The next decade will also see continuing advances in our use of spaceborne remote sensing
techniques to understand the dynamics of our own planet and its environment. A number of
international platforms continuously monitor our planet’s surface and atmosphere using mul-
tispectral sensors, allowing us to observe long-term global and regional changes. More sophis-
ticated systems are being deployed to globally measure ocean salinity, soil moisture, gravity field
changes, and surface tectonic motion. These systems will make full use of new developments in
technology, information handling, and modeling.
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Preface

Remote sensing is a young discipline that calls on a wide range of specialties and crosses
boundaries between traditional scientific and technological disciplines. Its multidisciplinary
nature requires its practitioner to have a good basic knowledge in many areas of science and
requires interaction with researchers in a wide range of areas such as electromagnetic theory,
spectroscopy, applied physics, geology, atmospheric sciences, agronomy, oceanography, plasma
physics, electrical engineering, and optical engineering.

The purpose of this text is to provide the basic scientific and engineering background for
students and researchers interested in remote sensing and its applications. It addresses (1)
the basic physics involved in wave-matter interactions, which is the fundamental element
needed to fully interpret the data, (2) the techniques used to collect the data, and (3) the appli-
cations to which remote sensing is most successfully applied. This is done keeping in mind the
broad educational background of interested readers. The text is self-comprehensive and
requires the reader to have the equivalent of a junior level in physics, specifically introductory
electromagnetic and quantum theory.

The text is divided into three major parts. After the introduction, Chapter 2 gives the basic
properties of electromagnetic waves and their interaction with matter. Chapters 3-7 cover
the use of remote sensing in solid (including ocean) surface studies. Each chapter covers
one major part of the electromagnetic spectrum (visible/near infrared, thermal infrared,
passive microwave, and active microwave, respectively). Chapters 8-12 cover the use of
remote sensing in the study of atmospheres and ionospheres. In each chapter, the basic
interaction mechanisms are covered first. This is followed by the techniques used to acquire,
measure, and study the information (waves) emanating from the medium under investiga-
tion. In most cases, specific advanced sensors flown or under development are used for
illustration.

The text is generously illustrated and includes many examples of data acquired from space-
borne sensors. This book is based on an upper undergraduate and first-year graduate course that
we teach at the California Institute of Technology to a class that consists of students in electrical
engineering, applied physics, geology, planetary science, astronomy, and aeronautics. It is
intended for a two-quarter course. This text is also intended to serve engineers and scientists
involved in all aspects of remote sensing and its application.

This book is a result of many years of research, teaching, and learning at Caltech and the
Jet Propulsion Laboratory. Throughout these years, we have collaborated with a large num-
ber of scientists, engineers, and students who helped in developing the basis for the material
in this book. We sincerely thank them for creating a most pleasant atmosphere for work and
scientific “enjoyment.” To name them all would lead to a very long list; however, we would
like to acknowledge the numerous researchers at JPL who were kind enough to read and
provide suggestions on how to improve the text for this and earlier editions - they include
M. Abrams, M. Chahine, J. Curlander, D. Diner, M. Freilich, M. Gierach, R. Greene, A. Kha-
zendar, Y. Lou, D. McCleese, P. Rosen, D. Vane, S. Vannan, J. Waters, and H. Nair - as well
as our students and Postdocs at Caltech, who hopefully became interested enough in this
field to carry the banner. We want also to acknowledge, as immigrant Americans, the golden
opportunities that this great country provided us and fellow immigrants to follow their
dreams.



Preface | xvii

We could not have completed this book without the dedicated assistants and artists who
typed the text of the First Edition, improved the grammar, and did the artwork, in particular,
Clara Sneed, Susan Salas, and Sylvia Munoz. Special thanks to Priscilla McLean for helping
with this edition.

Charles Elachi and Jakob van Zyl
Pasadena, California, August 2020






1

Introduction

Remote sensing is defined as the acquisition of information about an object without being in phys-
ical contact with it. Information is acquired by detecting and measuring changes that the object
imposes on the surrounding field, be it an electromagnetic, acoustic, or potential field. This could
include an electromagnetic field emitted or reflected by the object, acoustic waves reflected or per-
turbed by the object, or perturbations of the surrounding gravity or magnetic potential field due to
the presence of the object.

The term “remote sensing” is most commonly used in connection with electromagnetic techni-
ques of information acquisition. These techniques cover the whole electromagnetic spectrum from
the low-frequency radio waves through the microwave, submillimeter, far infrared, near infrared,
visible, ultraviolet, x-ray, and gamma-ray regions of the spectrum.

The advent of satellites is allowing the acquisition of global and synoptic detailed information
about the planets (including the Earth) and their environments. Sensors on Earth-orbiting satellites
provide information about global patterns and dynamics of clouds, surface vegetation cover and its
seasonal variations, surface morphologic structures, ocean surface temperature, and near-surface
wind. The rapid wide coverage capability of satellite platforms allows monitoring of rapidly chan-
ging phenomena, particularly in the atmosphere. The long duration and repetitive capability allows
the observation of seasonal, annual, and longer term changes such as polar ice cover, desert expan-
sion, solid surface motion, and subsidence and tropical deforestation. The wide-scale synoptic cov-
erage allows the observation and study of regional and continental scale features such as plate
boundaries and mountain chains.

Sensors on planetary probes (orbiters, flybys, surface stations, and rovers) are providing similar
information about the planets and objects in the solar system. By now all the planets in the solar
system have been visited by one or more spacecraft. The comparative study of the properties of the
planets is providing new insight into the formation and evolution of the solar system.

1.1 Types and Classes of Remote Sensing Data

The type of remote sensing data acquired is dependent on the type of information being sought, as
well as on the size and dynamics of the object or phenomena being studied. The different types of
remote sensing data and their characteristics are summarized in Table 1.1. The corresponding sen-
sors and their role in acquiring different types of information are illustrated in Figure 1.1.
Two-dimensional images are usually required when high-resolution spatial information is
needed, such as in the case of surface cover and structural mapping (Figs. 1.2 and 1.3), or when

Introduction to the Physics and Techniques of Remote Sensing, Third Edition. Charles Elachi and Jakob van Zyl.
© 2021 John Wiley & Sons, Inc. Published 2021 by John Wiley & Sons, Inc.



2| 1 Introduction

Table 1.1 Types of remote sensing data.

Important type of information needed

Type of sensor

Examples of sensors

High spatial resolution and wide

Imaging sensors,

Large-format camera (1984), Seasat imaging

coverage cameras radar (1978), Magellan radar mapper
(1989), Mars Global Surveyor Camera
(1996), Mars Rover Camera (2004 and
2014), Cassini Camera (2006)
High spectral resolution over limited  Spectrometers, Shuttle multispectral imaging radiometer
areas or along track lines spectroradiometers  (1981), Hyperion (2000)
Limited spectral resolution with high ~ Multispectral Landsat multispectral mapper and thematic
spatial resolution mappers mapper (1972-1999), SPOT (1986-2002),
Galileo NIMS (1989)
High spectral and spatial resolution Imaging Spaceborne imaging spectrometer (1991),
spectrometer ASTER (1999), Hyperion (2000)
High accuracy intensity measurement  Radiometers, Seasat (1978), ERS-1/2 (1991, 1997), NSCAT
along line tracks or wide swath scatterometers (1996), QuikSCAT (1999), SeaWinds (2002)
scatterometers
High accuracy intensity measurement  Imaging Electronically scanned microwave
with moderate imaging resolution and  radiometers radiometer (1975), SMOS (2007)
wide coverage
High accuracy measurement of Altimeters, Seasat (1978), GEOSAT (1985), TOPEX/
location and profile sounders Poseidon (1992), and Jason (2001) altimeter,
Pioneer Venus orbiter radar (1979), Mars
orbiter altimeter (1990)
Three-dimensional topographic Scanning Shuttle Radar Topography Mission (2000)
mapping altimeters and
interferometers
Surface displacement mapping Radar Sentinel (2012, 2016), SkyMed (2007), ALOS
interferometer (2006), TANDEMX (2010), ALOS-2 (2014)

a global synoptic view is instantaneously required, such as in the case of meteorological and
weather observations (Fig. 1.4). Two-dimensional images can be acquired over wide regions of
the electromagnetic spectrum (Fig. 1.5) and with a wide selection of spectral bandwidths. Imaging
sensors are available in the microwave, infrared (IR), visible, and ultraviolet parts of the spectrum
using electronic and photographic detectors. Images are acquired by using active illumination, such
as radars or lasers; solar illumination, such as in the ultraviolet, visible, and near infrared; or emis-
sion from the surface, such as in thermal infrared, microwave emission (Fig. 1.6), and x- and
gamma-rays.

Spectrometers are used to detect, measure, and chart the spectral content of the incident electro-
magnetic field (Figs. 1.7 and 1.8). This type of information plays a key role in identifying the chem-
ical composition of the object being sensed, be it a planetary surface or atmosphere. In the case of
atmospheric studies, the spatial aspect is less critical than the spectral aspect due to the slow spatial
variation in the chemical composition. In the case of surface studies, both spatial and spectral infor-
mation are essential, leading to the need for imaging spectrometers (Figs. 1.9 and 1.10). The selec-
tion of the number of spectral bands, the bandwidth of each band, the imaging spatial resolution,
and the instantaneous field of view leads to trade-offs based on the object being sensed, the sensor
data-handling capability, and the detector technological limits.
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Figure 1.1 Diagram illustrating the different types of information sought after and the type of sensor used to
acquire this information. For instance, spectral information is acquired with a spectrometer. Two-dimensional
surface spatial information is acquired with an imager such as a camera. An imaging spectrometer also acquires
for each pixel in the image the spectral information.

Figure 1.2 Landsat MSS visible/near IR image of the Imperial Valley area in California.
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1 Introduction

Figure 1.3 Folded mountains in the Sierra Madre region, Mexico (Landsat MSS).

T
T 22:30 28SE76 13A-Z 0006-1640 FULL DISC IR

Figure 1.4 Infrared image of the western hemisphere acquired from a meteorological satellite.

In a number of applications, both the spectral and spatial aspects are less important, and the
information needed is contained mainly in the accurate measurement of the intensity of the elec-
tromagnetic wave over a wide spectral region. The corresponding sensors, called radiometers, are
used in measuring atmospheric temperature profiles and ocean surface temperature. Imaging
radiometers are used to spatially map the variation of these parameters (Fig. 1.11). In active



1.1 Types and Classes of Remote Sensing Data | 5

Green (0.5—0.6 um)

Near infrared (0.8 —1.1um) Microwave

Figure 1.5 Multispectral satellite images of the Los Angeles basin acquired in the visible, infrared, and
microwave regions of the spectrum. See color section.

microwave remote sensing, scatterometers are used to accurately measure the backscattered field
when the surface is illuminated by a signal with a narrow spectral bandwidth (Fig. 1.12). One spe-
cial type of radiometer, or scatterometer, is the polarimeter, in which the key information is
embedded in the polarization state of the transmitted, reflected, or scattered wave. The polarization
characteristic of reflected or scattered sunlight provides information about the physical properties
of planetary atmospheres.
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Figure 1.6 Passive microwave image of Antarctic ice cover acquired with a spaceborne radiometer. The color
chart corresponds to the surface brightness temperature. See color section.

In a number of applications, the information required is strongly related to the three-dimensional
spatial characteristics and location of the object. In this case, stereo imagers, altimeters, and inter-
ferometric radars are used to map the surface topography (Figs. 1.13-1.16), and sounders are used to
map subsurface structures (Fig. 1.17) or to map atmospheric parameters (such as temperature, com-
position, and pressure) as a function of altitude (Fig. 1.18).

1.2 Brief History of Remote Sensing

The early development of remote sensing as a scientific field was closely tied to developments in
photography. The first photographs were reportedly taken by Daguerre and Niepce in 1839. The
following year, Arago, Director of the Paris Observatory, advocated the use of photography for top-
ographic purposes. In 1849, Colonel Aimé Laussedat, an officer in the French Corps of Engineers,
embarked on an exhaustive program to use photography in topographic mapping. By 1858, bal-
loons were being used to acquire photography of large areas. This was followed by the use of kites
in the 1880s and pigeons in the early 1900s to carry cameras to many hundred meters of altitude.
The advent of the airplane made aerial photography a very useful tool because acquisition of data
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Figure 1.7  Absorption spectrum of H,O for two pressures (100 and 1000 mbars), at a constant temperature of
273 ° K. Source: Chahine et al. (1983). © 1983, American Society of Photogrammetry.

over specific areas and under controlled conditions became possible. The first recorded photo-
graphs were taken from an airplane piloted by Wilbur Wright in 1909 over Centocelli, Italy.

Color photography became available in the mid-1930s. At the same time, work was continuing on
the development of films that were sensitive to near-infrared radiation. Near-infrared photography
was particularly useful for haze penetration. During World War II, research was conducted on the
spectral reflectance properties of natural terrain and the availability of photographic emulsions for
aerial color infrared photography. The main incentive was to develop techniques for camouflage
detection.

In 1956, Colwell performed some of the early experiments on the use of special-purpose aerial
photography for the classification and recognition of vegetation types and the detection of diseased
and damaged vegetation. Beginning in the mid-1960s, a large number of studies of the application
of color infrared and multispectral photography were undertaken under the sponsorship of NASA,
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Figure 1.8 Spectral signature of some vegetation types. Source: From Brooks (1972).

leading to the launch of multispectral imagers on the Landsat satellites in the 1970s. A major break-
through was the advent of electronic detectors particularly in large arrays and across many spectral
regions.

At the long wavelength end of the spectrum, active microwave systems have been used since early
this century and particularly after World War II to detect and track moving objects such as ships
and, later, planes. More recently, active microwave sensors have been developed providing two-
dimensional images that look very similar to regular photography, except the image brightness
is areflection of the scattering properties of the surface in the microwave region. Passive microwave
sensors were also developed to provide “photographs” of the microwave emission of natural objects.

The tracking and ranging capabilities of radio systems were known as early as 1889, when Hein-
rich Hertz showed that solid objects reflected radio waves. In the first quarter of this century, a
number of investigations were conducted in the use of radar systems for the detection and tracking
of ships and planes and for the study of the ionosphere.

Radar work expanded dramatically during World War II. Today, the diversity of applications for
radar is truly startling. It is being used to study ocean surface features, lower and upper atmospheric
phenomena, subsurface and surface land structures, and surface cover. Radar sensors exist in many
different configurations. These include altimeters to provide topographic measurements, scatte-
rometers to measure surface roughness, and polarimetric and interferometric imagers.
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Figure 1.9 Landsat TM images of Death Valley acquired at 0.48 pm (a), 0.56 um (b), 0.66 pm (c), 0.83 pm (d),
1.65 pm (e), and 11.5 pum (f).

In the mid-1950s, extensive work took place in the development of real aperture airborne imaging
radars. At about the same time, work was ongoing in developing synthetic aperture imaging radars
(SAR), which use coherent signals to achieve high-resolution capability from high-flying aircraft.
These systems became available to the scientific community in the mid-1960s. Since then, work has
continued at a number of institutions to develop the capability of radar sensors to study natural
surfaces. This work led to the orbital flight around the Earth of the Seasat SAR (1978) and the Shut-
tle Imaging Radar (1981, 1984). Since then, several countries have flown orbital SAR systems.

The most recently introduced remote sensing instrument is the laser, which was first developed
in 1960. It is mainly being used for atmospheric studies, topographic mapping, and surface studies
by fluorescence.

There has been great progress in spaceborne remote sensing over the past three decades. Most of
the early remote sensing satellites were developed exclusively by government agencies in a small

9
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Figure 1.10 Images of an area near Cuprite, Nevada, acquired with an airborne imaging spectrometer. The
image is shown to the left. The spectral curves derived from the image data are compared to the spectral curves
measured in the laboratory using samples from the same area. Source: Courtesy of JPL. See color section.

number of countries. Now, nearly 20 countries are either developing or flying remote sensing
satellites. And many of these satellites are developed, launched, and operated by commercial
firms. In some cases, these commercial firms have completely replaced government developments,
and the original developers in the governments now are simply the customers of the commer-
cial firms.

The capabilities of remote sensing satellites have also dramatically increased over the past three
decades. The number of spectral channels available has grown from a few to more than 200 in the
case of the Hyperion instrument. Resolutions of a few meters or less are now available from com-
mercial vendors. Synthetic aperture radars are now capable of collecting images on demand in
many different modes. Satellites are now acquiring images of other planets in more spectral chan-
nels and with better resolutions than what was available for the Earth two decades ago. And as the
remote sensing data have become more available, the number of applications has grown. In many
cases, the limitation now has shifted from the technology that acquires the data to the techniques
and training to optimally exploit the information embedded in the remote sensing data.
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Figure 1.11 Sea surface temperature derived from ship observations (a) and from the Seasat Multispectral
Microwave Radiometer (b). (c) shows the difference. Source: From Liu (1983). © 1983, John Wiley & Sons.
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Figure 1.13 Profile of Tharsis region (Mars) acquired with Earth-based radar.
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Latitude (deg)

Figure 1.14 Profiles of an unnamed impact basin on Mars using Earth-based radar. The set of profiles shown
correspond to the box overlay on the figure.

1.3 Remote Sensing Space Platforms

Up until 1946, remote sensing data were mainly acquired from airplanes or balloons. In 1946, pic-
tures were taken from V-2 rockets. The sounding rocket photographs proved invaluable in illustrat-
ing the potential value of photography from orbital altitudes. Systematic orbital observations of the
Earth began in 1960 with the launch of Tiros I, the first meteorological satellite, using a low-
resolution imaging system. Each Tiros spacecraft carried a narrow-angle TV, five-channel scanning
radiometer, and a bolometer.

In 1961, orbital color photography was acquired by an automatic camera in the unmanned MA-4
Mercury spacecraft. This was followed by photography acquired during the Mercury, Gemini,
Apollo, and Skylab missions. On Apollo 9, the first multispectral images were acquired to assess
their use for Earth resources observation. This was followed by the launch in 1972 of the first Earth
Resources Technology Satellite (ERTS-1, later renamed Landsat-1), which was one of the major
milestones in the field of Earth remote sensing. ERTS-1 was followed by the series of Landsat
missions.

13
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Figure 1.15 Sea surface height over two trenches in the Caribbean acquired with the Seasat altimeter. Source:
Townsend (1980). © 1980, IEEE.

Figure 1.16 Shaded relief display of the topography of California measured by Shuttle Radar Topography
Mission using an interferometric SAR.
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Figure 1.17 Subsurface layering in the ice cover and bedrock profile acquired with an airborne
electromagnetic sounder over a part of the Antarctic ice sheet.

Earth orbital spacecraft were also used to acquire remote sensing data other than regular pho-
tography. To name just a few, the Nimbus spacecraft carry passive microwave radiometers, infrared
spectrometers, and infrared radiometers. The Synchronous Meteorological Satellite (SMS) carried
visible and IR spin-scan cameras. Skylab (1972) carried a radiometer and a radar scatterometer.
Seasat (1978) carried an imaging radar, a scatterometer, and an altimeter.

In the 1980s and 1990s, the Space Shuttle provided an additional platform for remote sensing. A
number of shuttle flights carried imaging radar systems. In particular, the Shuttle Radar Topogra-
phy Mission, flown on the Space Shuttle in 2000, allowed global mapping of the Earth’s topography.

Remote sensing activity was also expanding dramatically using planetary spacecraft. Images were
acquired of the surfaces of the Moon, Mercury, Venus, Mars, the Jovian and Saturnian satellites,
Pluto, numerous Asteroids and comets, and of the atmospheres of Venus, Jupiter, Saturn Uranus,
and Neptune. Other types of remote sensors, such as radar altimeters, sounders, gamma-ray detec-
tors, infrared radiometers, and spectrometers were used on a number of planetary missions.

The use of orbiting spacecraft is becoming a necessity in a number of geophysical disciplines
because they allow the acquisition of global and synoptic coverage with a relatively short repetitive
period. These features are essential for observing dynamic atmospheric, oceanic, and biologic phe-
nomena. The global coverage capability is also essential in a number of geologic applications where
large-scale structures are being investigated. In addition, planetary rovers are using remote sensing
instruments to conduct close-up analysis of planetary surfaces. Over the last decade, with the
advances in detectors, light optics, microwave technology, antennas, materials, spacecraft technol-
ogy and data systems, there has been a great expansion in the development, deployment, and uti-
lization of remote sensors. These will be discussed throughout this textbook.

1.4 Transmission Through the Earth and Planetary Atmospheres

The presence of an atmosphere puts limitations on the spectral regions that can be used to observe
the underlying surface. This is a result of wave interactions with atmospheric and ionospheric con-
stituents leading to absorption or scattering in specific spectral regions (Figure 1.19).

15



30

7 g 1 1 1 IR VL I B %
[ -+ = Radiosonde; — \ —- = Radiosonde;
- Poker Flats, — — Poker Flats, Alaska — 20
— . Alaska - 20 February 1973
- . 18 January 1973 == g 1940 (GMT)
100 = S 1941 (GMT) - % s
>
B NEMS; _ . — NEMS; As=63km, 10
300 |— As=132km, | \. At=16min
B b At=12min |
. E <5 1 E s
35 —
£ — - €
79’ 1000 — | J/ | I | — | | | | | \‘;f;
=3 el
7] =3
[%] =
o 30 25 =
& L \ | T l I ] I - 1 | | I | | I | I <
B =+ == Radiosonde; B . - — Radiosonde;
— Primrose lake, — — / FT.Sherman, Panama — 20
— Alberta — & 27 June 1973 1615 (GMT)
— 11 January 1973
e 1740 (VD N ’ NEMS 350k -1
;AS= m,
At=15min
— NEMS; B
As=83km, - | —110
300 R At=18min B ——
— — = —5
= = =
1000 E=—1 | ST R | 15
2 220 240 260 280 200 220 240 260 280 300

Temperature (K)

Figure 1.18 Comparison of temperature profiles acquired with a microwave sounder (NEMS) and radiosonde. The spatial and temporal differences, As and At
between the two measurements are indicated. Source: Waters et al. (1975). © 1975, American Meteorological Society.



1.4 Transmission Through the Earth and Planetary Atmospheres | 17

Short wavelength infrared

Ultra violet Near infrared l

o Far infrared
| Visible | ¥ |

\ Mid infrared

100

0 1 ]
0.3 0.5 1.0 15 2.0 3.0 5.0 10.0 15.0 20.0 30.0

Wavelength (um)

Far infrared -— | —3= Microwave

100

Transmission (%)

60 —
40 —

X band
L band

20 — —

0 1 | [ o W A ] NN [t
300 500 1000I 05 1.0 50 10 50 80

Wavelength (um) {/
Wavelength (cm)

Figure 1.19 Generalized absorption spectrum of the Earth’s atmosphere at zenith. The curve shows the total
atmospheric transmission.

At radio frequencies below 10 MHz, the Earth’s ionosphere blocks any transmission to or from
the surface. In the rest of the radio frequency region, up to the low microwave (10 GHz), the atmos-
phere is effectively transparent. In the rest of the microwave region, there are a number of strong
absorption bands, mainly associated with water vapor and oxygen.

In the submillimeter and far-infrared region, the atmosphere is almost completely opaque, and
the surface is invisible. This opacity is due mainly to the presence of absorption spectral bands asso-
ciated with the atmospheric constituents. This makes the spectral region most appropriate for
atmospheric remote sensing.

The opacity of the atmosphere in the visible and near infrared is high in selected bands where the
high absorption coefficients are due to a variety of electronic and vibrational processes mainly
related to the water vapor and carbon dioxide molecules. In the ultraviolet, the opacity is mainly
due to the ozone layer in the upper atmosphere.

The presence of clouds leads to additional opacity due to absorption and scattering by cloud
drops. This limits the observation capabilities in the visible, infrared, and submillimeter regions.
In the microwave and radio frequency regions, clouds are basically transparent.

In the case of the other planets, more extreme conditions are encountered. In the case of
Mercury, the Moon, asteroids, comets, and Pluto, no significant atmosphere exists, and the whole
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electromagnetic spectrum can be used for surface observation. In the case of Venus and Titan, the
continuous and complete cloud, or haze, coverage limits surface observation to the longer wave-
length regions, particularly radio frequency and microwave bands. In the case of Mars, the tenuous
atmosphere is essentially transparent across the spectrum even though a number of absorption
bands are present. In the case of the giant planets, the upper atmosphere is essentially all that
can be observed and studied remotely with some deeper access from emitted microwave radiation.
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Nature and Properties of Electromagnetic Waves

2.1 Fundamental Properties of Electromagnetic Waves

Electromagnetic energy is the means by which information is transmitted from an object to the
sensor. Information could be encoded in the frequency content, intensity, or polarization of the
electromagnetic wave. The information is propagated by electromagnetic radiation at the velocity
of light from the source directly through free space, or indirectly by reflection, scattering, and rera-
diation to the sensor. The interaction of electromagnetic waves with natural surfaces and atmo-
spheres is strongly dependent on the frequency of the waves. Waves in different spectral bands
tend to excite different interaction mechanisms such as electronic, molecular, or conductive
mechanisms.

2.1.1 Electromagnetic Spectrum

The electromagnetic spectrum is divided into a number of spectral regions. For the purpose of this
text, we use the classification illustrated in Figure 2.1.

The radio band covers the region of wavelengths longer than 10 cm (frequency less than 3 GHz).
This region is used by active radio sensors such as imaging radars, altimeters, and sounders, and, to
a lesser extent, passive radiometers.

The microwave band covers the neighboring region, down to a wavelength of 1 mm (300 GHz
frequency). In this region, most of the interactions are governed by molecular rotation, particularly
at the shorter wavelengths. This region is mostly used by microwave radiometers/spectrometers
and radar systems.

The infrared band covers the spectral region from 1 mm to 0.7 pm. This region is sometimes sub-
divided into subregions called submillimeter, far infrared, thermal infrared, and near infrared. In
this region, molecular rotation and vibration play an important role. Imagers, spectrometers, radio-
meters, polarimeters, and lasers are used in this region for remote sensing. The same is true in the
neighboring region, the visible region (0.7-0.4 pm) where electronic energy levels start to play a
key role.

In the next region, the ultraviolet (0.4 pm to 300 A), electronic energy levels play the main role in
wave-matter interaction. Ultraviolet sensors have been used mainly to study planetary atmo-
spheres or to study surfaces with no atmospheres because of the opacity of gases at these short
wavelengths.

X-rays (300-0.3 A) and gamma rays (shorter than 0.3 A) have been used to an even lesser extent
because of atmospheric opacity. Their use has been limited to low-flying aircraft platforms or to the
study of planetary surfaces with no atmosphere (e.g., Moon).

Introduction to the Physics and Techniques of Remote Sensing, Third Edition. Charles Elachi and Jakob van Zyl.
© 2021 John Wiley & Sons, Inc. Published 2021 by John Wiley & Sons, Inc.
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Figure 2.1 Electromagnetic spectrum.
2.1.2 Maxwell’s Equations
The behavior of electromagnetic waves in free space is governed by Maxwell’s equations:
JB
VXE=—— 2.1
o (2.1)
JD
VXH=— +17J (2.2)
ot
B = jio, H (23)
D = ¢y, E (2.4)
VE=0 (2.5)
VB=0 (2.6)

where

E = electric vector

D = displacement vector

H = magnetic vector

B = induction vector

Ho, €9 = permeability and permittivity of vacuum
Hy, €, = relative permeability and permittivity

V. = divergence

Vx = curl

Maxwell’s concept of electromagnetic waves is that a smooth wave motion exists in the magnetic
and electric force fields. In any region where there is a temporal change of the electric field, a mag-
netic field appears automatically in that same region as a conjugal partner and vice-versa. This is

expressed by the above coupled equations.
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2.1.3 Wave Equation and Solution

In homogeneous, isotropic, and nonmagnetic media, Maxwell’s equations can be combined to
derive the wave equation:

2

VZE — ptyCoptr s =z =0 (2.7)
where V? is the Laplacian. In the case of a sinusoidal field:
wz
V’E+ —E=0 (2.8)
r
where
1
c ¢ (2.9)

" VHoColCr  \JIEr

Usually p, = 1 and €, varies from 1 to 80 and is a function of the frequency. The solution for the
above differential equation is given by:

E = Adllkr—ot+9) (2.10)

where A is the wave amplitude, @ is the angular frequency, ¢ is the phase, and k is the wave vector
in the propagation medium (k = 2x/€,/4, 1 = wavelength = 2zc/w, ¢ = speed of light in vacuum).
The wave frequency v is defined as v = w/2x.

Remote sensing instruments exploit different aspects of the solution to the wave equation in order
to learn more about the properties of the medium from which the radiation is being sensed. For
example, the interaction of electromagnetic waves with natural surfaces and atmospheres is
strongly dependent on the frequency of the waves. This will manifest itself in changes in the ampli-
tude (the magnitude of A in (2.10)) of the received wave as the frequency of the observation is chan-
ged. This type of information is recorded by multispectral instruments such as the LandSat
Thematic Mapper and the Advanced Spaceborne Thermal Emission and Reflection Radiometer.
In other cases, one can infer information about the electrical properties and geometry of the surface
by observing the polarization (the vector components of A in (2.10)) of the received waves. This type
of information is recorded by polarimeters and polarimetric radars. Doppler lidars and radars, on
the other hand, measure the change in frequency between the transmitted and received waves in
order to infer the velocity with which an object or medium is moving. This information is contained
in the angular frequency w of the wave shown in (2.10). The quantity kr — wt + ¢ in (2.10) is known
as the phase of the wave. This phase changes by 2z every time the wave moves through a distance
equal to the wavelength 1. Measuring the phase of a wave therefore provides an extremely accurate
way to measure the distance that the wave actually travelled. Interferometers exploit this property
of the wave to accurately measure differences in the path length between a source and two collec-
tors, allowing one to significantly increase the resolution with which the position of the source can
be established or to measure slight displacements.

2.1.4 Quantum Properties of Electromagnetic Radiation

Maxwell’s formulation of electromagnetic radiation leads to a mathematically smooth wave
motion of fields. However, at very short wavelengths, it fails to account for certain significant
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phenomena when the wave interacts with matter. In this case a quantum description is more
appropriate.

The electromagnetic energy can be presented in a quantized form as bursts of radiation with a
quantized radiant energy Q, which is proportional to the frequency v:

0=hy (2.11)

where h = Planck’s constant = 6.626 x 10** joule second. The radiant energy carried by the wave is
not delivered to a receiver as if it is spread evenly over the wave, as Maxwell had visualized, but is
delivered on a probabilistic basis. The probability that a wave train will make full delivery of its
radiant energy at some place along the wave is proportional to the flux density of the wave at that
place. If a very large number of wave trains are coexistent, then the overall average effect follows
Maxwell’s equations.

2.1.5 Polarization

An electromagnetic wave consists of a coupled electric and magnetic force field. In free space, these
two fields are at right angles to each other and transverse to the direction of propagation. The direc-
tion and magnitude of only one of the fields (usually the electric field) is sufficient to completely
specify the direction and magnitude of the other field using Maxwell’s equations.

The polarization of the electromagnetic wave is contained in the elements of the vector amplitude
A of the electric field in Equation (2.10). For a transverse electromagnetic wave, this vector is
orthogonal to the direction in which the wave is propagating, and therefore we can completely
describe the amplitude of the electric field by writing A as a two-dimensional complex vector:

A = q,é”h + a,e®v 2.12
h v

Here we denote the two orthogonal basis vectors as h for horizontal and ¥ for vertical. Horizontal
polarization is usually defined as the state where the electric vector is perpendicular to the plane of
incidence. Vertical polarization is orthogonal to both horizontal polarization and the direction of
propagation, and corresponds to the case where the electric vector is in the plane of incidence. Any
two orthogonal basis vectors could be used to describe the polarization, and in some cases the right-
and left-handed circular basis is used. The amplitudes, a;, and a,, and the relative phases, 5, and 6,,
are real numbers. The polarization of the wave can be thought of as that figure that the tip of
the electric field would trace over time at a fixed point in space. Taking the real part of (2.12),
we find that the polarization figure is the locus of all the points in the h-v plane that have the coor-
dinates Ej, = ay, cos 6p; E, = a, cos §,. It can easily be shown that the points on the locus satisfy the
expression

2 2
(@) + (E) P L (8n —8y) = sin?(8, — 5y) (2.13)
an ay ap ay

This is the expression of an ellipse, shown in Figure 2.2. Therefore, in the general case, electro-
magnetic waves are elliptically polarized. In tracing the ellipse, the tip of the electric field can rotate
either clockwise or counterclockwise; this direction is denoted by the handedness of the polariza-
tion. The definition of handedness accepted by the Institute for Electrical and Electronics Engi-
neers, IEEE, is that a wave is said to have right-handed polarization if the tip of the electric
field vector rotates clockwise when the wave is viewed receding from the observer. If the tip of
the electric field vector rotates counterclockwise when the wave is viewed in the same way, it
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v A

Figure 2.2 Polarization ellipse.

has a left-handed polarization. It is worth pointing out that in the optical literature a different def-
inition of handedness is often encountered. In that case, a wave is said to have right-handed (left-
handed) polarization when the wave is viewed approaching the observer, and tip of the electric field
vector rotates in the clockwise (counterclockwise) direction.

In the special case where the ellipse collapses to a line, which happens when &, — §, = nz with n
any integer, the wave is said to be linearly polarized. Another special case is encountered when the
two amplitudes are the same (a;, = a,)) and the relative phase difference &, — 6, is either /2 or —z/2.
In this case, the wave is circularly polarized.

The polarization ellipse (see Fig. 2.2) can also be characterized by two angles known as the ellipse
orientation angle (y in Fig. 2.2, 0 <y < ) and the ellipticity angle, shown as y (—z/4 <y < z/4) in
Figure 2.2. These angles can be calculated as follows:

2apa 2apa
tan2y = — ﬁ — cos (6, —6,);  sin2y = = :_ ;2 sin (6, — 6,) (2.14)
h v h v

Note that linear polarizations are characterized by an ellipticity angle y = 0.

So far it was implied that the amplitudes and phases shown in equations (2.12) and (2.13) are
constant in time. This may not always be the case. If these quantities vary with time, the tip of
the electric field vector will not trace out a smooth ellipse. Instead, the figure will in general be
a noisy version of an ellipse that after some time may resemble an “average” ellipse. In this case,
the wave is said to be partially polarized, and it can be considered that part of the energy has a
deterministic polarization state. The radiation from some sources, such as the sun, does not have
any clearly defined polarization. The electric field assumes different directions at random as the
wave is received. In this case, the wave is called randomly polarized or unpolarized. In the case
of some man-made sources, such as lasers and radio/radar transmitters, the wave usually has a
well-defined polarized state.

Another way to describe the polarization of a wave, particularly appropriate for the case of par-
tially polarized waves, is through the use of the Stokes parameters of the wave. For a monochro-
matic wave, these four parameters are defined as
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Figure 2.3 Polarization represented as a point on the Poincaré sphere.
So=aj +a;
Si=a2—a?
PT T (2.15)

Sy = 2apa, cos (6, — &)
S; = 2apa, sin (6, — &)

Note that for such a fully polarized wave, only three of the Stokes parameters are independent,
since S§ = S; + S5 + S;. Using the relations in (2.14) between the ellipse orientation and ellipticity
angles and the wave amplitudes and relative phases, it can be shown that the Stokes parameters can
also be written as

S1 = Sy cos 2y cos 2y
S, = Sy cos 2y sin 2y (2.16)
Sg = SO sin 2)(

The relations in (2.16) lead to a simple geometric interpretation of polarization states. The Stokes
parameters Si, S, and S; can be regarded as the Cartesian coordinates of a point on a sphere, known
as the Poincaré sphere, of radius S, (see Fig. 2.3). There is therefore a unique mapping between the
position of a point in the surface of the sphere and a polarization state. Linear polarizations map to
points on the equator of the Poincaré sphere, while the circular polarizations map to the
poles (Fig. 2.4).

In the case of partially polarized waves, all four Stokes parameters are required to fully describe
the polarization of the wave. In general, the Stokes parameters are related by S§ > ST + S5 + S5,
with equality holding only for fully polarized waves. In the extreme case of an unpolarized wave,
the Stokes parameters are S, > 0; S; = S, = S3 = 0. It is always possible to describe a partially
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polarized wave by the sum of a fully polarized wave and an unpolarized wave. The magnitude of the

polarized wave is given by ,/S; + S + S; and the magnitude of the unpolarized wave is

So—4/S; + S5 + S3. Finally, it should be pointed out that the Stokes parameters of an unpolarized

wave can be written as the sum of two fully polarized waves

So So So
0 1] s 1| -s
S R ! (2.17)
0 2| s, | 72| -5,
0 S5 — 8

These two fully polarized waves have orthogonal polarizations. This important result shows that
when an antenna with a particular polarization is used to receive unpolarized radiation, the
amount of power received by the antenna will be only that half of the power in the unpolarized
wave that aligns with the antenna polarization. The other half of the power will not be absorbed,
because its polarization is orthogonal to that of the antenna.

The polarization states of the incident and reradiated waves play an important role in remote
sensing. They provide an additional information source (in addition to the intensity and frequency)
to study the properties of the radiating or scattering object. For example, at an incidence angle of 37°
from vertical, an optical wave polarized perpendicular to the plane of incidence will reflect about
7.8% of its energy from a smooth water surface, while an optical wave polarized in the plane of
incidence will not reflect any energy from the same surface. All the energy will penetrate into
the water. This is the Brewster effect.

2.1.6 Coherency

In the case of a monochromatic wave of certain frequency v, the instantaneous field at any point P
is well defined. If the wave consists of a large number of monochromatic waves with frequencies
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over a bandwidth ranging from v, to v + Av, then the random addition of all the component waves
will lead to irregular fluctuations of the resultant field.

The coherency time At is defined as the period over which there is strong correlation of the field
amplitude. More specifically, it is the time after which two waves at v and v + Av are out of phase by
one cycle; that is, it is given by:

VAt +1=(v+Av)At — AvAt =1
1 (2.18)

— At = —
Av

The coherence length is defined as
c
Al =cAt = — 2.19
cAt= = (2.19)

Two waves or two sources are said to be coherent with each other if there is a systematic rela-
tionship between their instantaneous amplitudes. The amplitude of the resultant field varies
between the sum and the difference of the two amplitudes. If the two waves are incoherent, then
the power of the resultant wave is equal to the sum of the power of the two constituent waves. Math-
ematically, let E1(t) and Ex(t) be the two component fields at a certain location. Then the total field is

E(t) = Ey(t) + Ea(f) (2.20)

The average power is

P~ [E()] = [Ex(t) + B2(1))°

=Ei(t)* + Ex(t)* + 2 E1(t) Ex(¢) (2.21)
=P, + P, + 2E,(t)Ey(t)

If the two waves are incoherent relative to each other, then E; (t) E»(t) = 0and P = P, + P,. If the

waves are coherent, then E;(t) E»(t) # 0. In the latter case, we have:

P > P, + P, in some locations
P < Py + P, in other locations

This is the case of optical interference fringes generated by two overlapping coherent optical
beams. The bright bands correspond to where the energy is above the mean and the dark bands
correspond to where the energy is below the mean.

2.1.7 Group and Phase Velocity

The phase velocity is the velocity at which a constant phase front progresses (see Fig. 2.5). It is
equal to

vp = (2.22)

®
k
If we have two waves characterized by (w — Aw, k — Ak) and (w + Aw, k + Ak), then the total
wave is given by
E(zt) = Aelllk=8kz—(@=20)] | 4,il(k+ Ak)z= (0 + Ao)i]

. 2.23
=242~ cos (Akz — Awt) 223)
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Figure 2.5 Phase velocity.

In this case, the plane of constant amplitude moves at a velocity vy, called the group velocity:

Aw
Ug = E (224)
As Aw and Ak are assumed to be small, then we can write
dw
l)g = % (225)

This is illustrated in Figure 2.6. It is important to note that v, represents the velocity of propa-
gation of the wave energy. Thus, the group velocity v, must be equal to or smaller than the speed
of light c. However, the phase velocity v, can be larger than c.

If the medium is nondispersive, then

w=ck (2.26)

This implies that

vp = % =c (2.27)
vg = ‘;—Z =c (2.28)

However, if the medium is dispersive (i.e., w is a nonlinear function of k), such as in the case of
ionospheres, then the two velocities are different.

2.1.8 Doppler Effect

If the relative distance between a source radiating at a fixed frequency v and an observer varies, the
signal received by the observer will have a frequency v, which is different than v. The difference,
vg=v' — v, is called the Doppler shift. If the source—-observer distance is decreasing, the frequency
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Figure 2.6  Group velocity.

received is higher than the frequency transmitted, leading to a positive Doppler shift (v4 > 0). If the
source-observer distance is increasing, the reverse effect occurs (i.e., v4; < 0) and the Doppler shift is
negative.

The relationship between v, and v is

Vg = yg cos 6 (2.29)

where v is the relative speed between the source and the observer, c is the velocity of light, and 0 is
the angle between the direction of motion and the line connecting the source and the observer (see
Fig. 2.7). The above expression assumes no relativistic effects (v < ¢), and it can be derived in the
following simple way.

Referring to Figure 2.8, assume an observer is moving at a velocity v with an angle 6 relative to the
line of propagation of the wave. The lines of constant wave amplitude are separated by the distance
A (i.e., wavelength) and are moving at velocity c. For the observer, the apparent frequency ¢/ is equal
to the inverse of the time period T’ that it takes the observer to cross two successive equiamplitude
lines. This is given by the expression

cT' + vT' cos 0 = 2 (2.30)
which can be written as

c wvcosf ¢ , v
~ 4 =—- >v=v+v-cosO=v+uyy (2'31)
v v v c

The Doppler effect also occurs when the source and observer are fixed relative to each other but
the scattering or reflecting object is moving (see Fig. 2.9). In this case, the Doppler shift is given by

Vg = v%(cos 0, + cos 6,) (2.32)
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and if the source and observer are collocated (i.e., 8; = 6, = 0), then

v
Vg = 2v— cos 6 (2.33)
c
The Doppler effect is used in remote sensing to measure target motion. It is also the basic physical
effect used in synthetic aperture imaging radars to achieve very high resolution imaging.

2.2 Nomenclature and Definition of Radiation Quantities

A number of quantities are commonly used to characterize the electromagnetic radiation and its
interaction with matter. These are briefly described here and summarized in Table 2.1.

2.2.1 Radiation Quantities

Radiant energy: The energy carried by an electromagnetic wave. It is a measure of the capacity of the
wave to do work by moving an object by force, heating it, or changing its state. The amount of
energy per unit volume is called radiant energy density.

Radiant flux: The time rate at which radiant energy passes a certain location. It is closely related
to the wave power, which refers to the time rate of doing work. The term flux is also used to describe
the time rate of flow of quantized energy elements such as photons. Then the term photon flux
is used.

Radiant flux density: Corresponds to the radiant flux intercepted by a unit area of a plane surface.
The density for flux incident upon a surface is called irradiance. The density for flux leaving a sur-
face is called exitance or emittance.

Solid angle: The solid angle Q subtended by area A on a spherical surface is equal to the area A
divided by the square of the radius of the sphere.

Radiant intensity: The radiant intensity of a point source in a given direction is the radiant flux per
unit solid angle leaving the source in that direction.

Table 2.1 Radiation quantities.

Quantity Usual symbol Defining equation Units
Radiant energy Q joule
Radiant energy density w W = 2_8 joule/m>
Radiant flux (0] = ‘2_? watt
Radiant flux density E (irradiance) EM=% watt/m?
M (emittance)

Radiant intensity I I= g_g watt/steradian
Radiance L L=4cos o watt/steradian m*
Hemispherical reflectance p p= %
Hemispherical absorptance a a= Mf

M,

ﬂ
2\
I

|

Hemispherical transmittance
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Acos 0

Radiance: The radiant flux per unit solid angle leaving an extended source in a given direction per
unit projected area in that direction (see Fig. 2.10). If the radiance does not change as a function of
the direction of emission, the source is called Lambertian.

A piece of white matte paper, illuminated by diffuse skylight, is a good example of a Lambertian
source.

Hemispherical reflectance: The ratio of the reflected exitance (or emittance) from a plane of mate-
rial to the irradiance on that plane.

Hemispherical transmittance: The ratio of the transmitted exitance, leaving the opposite side of
the plane, to the irradiance.

Hemispherical absorptance: The flux density that is absorbed over the irradiance. The sum of the
reflectance, transmittance, and absorptance is equal to one.

2.2.2 Spectral Quantities

Any wave can be considered as being composed of a number of sinusoidal component waves or
spectral components, each carrying a part of the radiant flux of the total wave form. The spectral
band over which these different components extend is called the spectral width or bandwidth of the
wave. The manner with which the radiation quantities are distributed among the components of
different wavelengths or frequencies is called the spectral distribution. All radiance quantities have
equivalent spectral quantities that correspond to the density as a function of the wavelength or fre-
quency. For instance, the spectral radiant flux ®(4) is the flux in a narrow spectral width around 4
divided by the spectra width:

_ Flux inall waves in the band A — AAto + Al
- 2A1

®(2)

To get the total flux from a wave form covering the spectral band from 4, to 1,, the spectral radiant
flux must be integrated over that band:
A2

O to o) :J ®(2) di (2.34)
M
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Figure 2.11 Spectral luminous efficiency V(4).

2.2.3 Luminous Quantities

Luminous quantities are related to the characteristic of the human eye to perceive radiative quan-
tities. The relative effectiveness of the eye in converting radiant flux of different wavelengths to
visual response is called the spectral luminous efficiency V(4). This is a dimensionless quantity that
has a maximum of unity at about 0.55 pm and covers the spectral region from 0.4 to 0.7 pm (see
Fig. 2.11). V(1) is used as a weighting function in relating radiant quantities to luminous quantities.
For instance, luminous flux ®, is related to the radiant spectral flux ®,(4) by

(o]
o, = 680J ©,(2) V(3) di (2.35)
0
where the factor 680 is to convert from radiant flux units (watts) to luminous flux units (lumen).
Luminous quantities are also used in relation to sensors other than the human eye. These quan-
tities are usually referenced to a standard source with a specific blackbody temperature. For
instance, standard tungsten lamps operating at temperatures between 3200 K and 2850 K are used
to test photoemissive tubes.

2.3 Generation of Electromagnetic Radiation

Electromagnetic radiation is generated by transformation of energy from other forms such as
kinetic, chemical, thermal, electrical, magnetic, or nuclear. A variety of transformation mechan-
isms lead to electromagnetic waves over different regions of the electromagnetic spectrum. In gen-
eral, the more organized (as opposed to random) the transformation mechanism is, the more
coherent (or narrower spectral bandwidth) is the generated radiation.

Radio frequency waves are usually generated by periodic currents of electric charges in wires,
electron beams, or antenna surfaces. If two short straight metallic wire segments are connected
to the terminals of an alternating current generator, electric charges are moved back and forth
between them. This leads to the generation of a variable electric and magnetic field near the wires
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and to the radiation of an electromagnetic wave at the frequency of the alternating current. This
simple radiator is called a dipole antenna.

At microwave wavelengths, electromagnetic waves are generated using electron tubes which use
the motion of high-speed electrons in specially designed structures to generate a variable electric/
magnetic field, which is then guided into waveguides to a radiating structure. At these wavelengths,
electromagnetic energy can also be generated by molecular excitation as is the case in masers. Mole-
cules have different levels of rotational energy. If a molecule is excited by some means from one
level to a higher one, it could drop back to the lower level by radiating the excess energy as an elec-
tromagnetic wave.

Higher frequency waves in the infrared and the visible are generated by molecular excitation
(vibrational or orbital) followed by decay. The emitted frequency is exactly related to the energy
difference between the two energy levels of the molecules. The excitation of the molecules can
be achieved by a variety of mechanisms such as electric discharges, chemical reactions, or photons’
illumination.

Molecules in the gaseous state tend to have well-defined, narrow emission lines. In the solid
phase, the close packing of atoms or molecules distorts their electron orbits leading to a large num-
ber of different characteristic frequencies. In the case of liquids, the situation is compounded by the
random motion of the molecules relative to each other.

Lasers use the excitation of molecules and atoms and the selective decay between energy levels to
generate narrow bandwidth electromagnetic radiation over a wide range of the electromagnetic
spectrum ranging from UV to the high submillimeter.

Heat energy is the kinetic energy of random motion of the particles of matter. The random motion
results in excitation (electronic, vibrational, or rotational) due to collisions followed by random
emission of electromagnetic waves during decay. Because of its random nature, this type of energy
transformation leads to emission over a wide spectral band. If an ideal source (called blackbody)
transforms heat energy into radiant energy with the maximum rate permitted by thermodynamic
laws, then the spectral emittance is given by Planck’s formula as:

_ 2rhc? 1

S() = A5 ech/AkT _q (2:36)

where h is Planck’s constant, k is the Boltzmann constant, c is the speed of light, 4 is the wavelength,
and T is the absolute temperature in degrees Kelvin. Figure 2.12 shows the spectral emittance of a
number of blackbodies with temperatures ranging from 2000 K (temperature of the Sun’s surface)
to 300 K (temperature of the Earth’s surface). The spectral emittance is maximum at the wavelength
given by:

Im = (2.37)

where a = 2898 pm K. The total emitted energy over the whole spectrum is given by the Stefan-
Boltzmann law:

S=oT* (2.38)

where ¢ = 5.669 X 10”® Wm ™ K~*. Thermal emission is usually unpolarized and extends through
the total spectrum particularly at the low-frequency end. Natural bodies are also characterized by
their spectral emissivity €(1), which expresses the capability to emit radiation due to thermal energy
conversion relative to a blackbody with the same temperature. The properties of this emission
mechanism will be discussed in more detail in Chapters 4 and 5.
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Figure 2.12 Spectral radiant emittance of a blackbody at various temperatures. Note the change of scale
between the two graphs.

Going to even higher energies, waves in the gamma-ray regions are mainly generated in the nat-
ural environment by radioactive decay of uranium (U), thorium (Th), and potassium 40 (*°K). The
radioisotopes found in nature, >**U and ***Th, are long-lived alpha emitters and parents of individ-
ual radioactive decay chains. Potassium is found in almost all surfaces of the Earth, and its isotope
49K, which makes up 0.12% of natural potassium, has a half-life of 1.3 billion years.

2.4 Detection of Electromagnetic Radiation

The radiation emitted, reflected, or scattered from a body generates a radiant flux density in the
surrounding space which contains information about the body properties. To measure the proper-
ties of this radiation, a collector is used, followed by a detector.

The collector is a collecting aperture which intercepts part of the radiated field. In microwave, an
antenna is used to intercept some of the electromagnetic energy. Examples of antennas include
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dipoles, an array of dipoles, or dishes. In the case of dipoles, the surrounding field generates a cur-
rent in the dipole with an intensity proportional to the field intensity and a frequency equal to the
field frequency. In the case of a dish, the energy collected is usually focused onto a limited area
where the detector (or waveguide connected to the detector) is located.

In the IR, visible, and UV regions, the collector is usually a lens or a reflecting surface which
focuses the intercepted energy onto the detector. Detection then occurs by transforming the elec-
tromagnetic energy into another form of energy such as heat, electric current, or state change.

Depending on the type of the sensor, different properties of the field are measured. In the case of
synthetic aperture imaging radars, the amplitude, polarization, frequency, and phase of the fields
are measured at successive locations along the flight line. In the case of optical spectrometers, the
energy of the field at a specific location is measured as a function of wavelength. In the case of radio-
meters, the main parameter of interest is the total radiant energy flux. In the case of polarimeters,
the energy flux at different polarizations of the wave vector is measured.

In the case of x-ray and gamma-ray detection, the detector itself is usually the collecting aperture.
As the particles interact with the detector material, ionization occurs, leading to light emission or
charge release. Detection of the emitted light or generated current gives a measurement of the inci-
dent energy flux.

2.5 Interaction of Electromagnetic Waves with Matter:
Quick Overview

The interaction of electromagnetic waves with matter (e.g., molecular and atomic structures) calls
into play a variety of mechanisms which are mainly dependent on the frequency of the wave (i.e., its
photon energy) and the energy level structure of the matter. As the wave interacts with a certain
material, be it gas, liquid, or solid, the electrons, molecules, and/or nuclei are put into motion (rota-
tion, vibration, or displacement), which leads to exchange of energy between the wave and the
material. This section gives a quick simplified overview of the interaction mechanisms between
waves and matter. Detailed discussions are given later in the appropriate chapters throughout
the text.

Atomic and molecular systems exist in certain stationary states with well-defined energy levels.
In the case of isolated atoms, the energy levels are related to the orbits and spins of the electrons.
These are called the electronic levels. In the case of molecules, there are additional rotational and
vibrational energy levels which correspond to the dynamics of the constituent atoms relative to
each other. Rotational excitations occur in gases where molecules are free to rotate. The exact dis-
tribution of the energy levels depends on the exact atomic and molecular structure of the material.
In the case of solids, the crystalline structure also affects the energy levels’ distribution.

In the case of thermal equilibrium, the density of population N; at a certain level i is proportional
to (Boltzmann’s law):

N; ~ e B/KT (2.39)

where E; is the level energy, k is Boltzmann’s constant, and T is the absolute temperature. At abso-
lute zero all the atoms will be in the ground state. Thermal equilibrium requires that a level with
higher energy be less populated than a level of lower energy (Fig. 2.13).

To illustrate, for T = 300 K, the value for kT is 0.025 eV (one eV is 1.6 x 10~*° joules). This is small
relative to the first excited energy level of most atoms and ions, which means that very few atoms
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Energy Figure 2.13  Curve illustrating the exponential decrease of
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will be in the excited states. However, in the case of molecules, some vibrational and many rota-
tional energy levels could be even smaller than kT, thus allowing a relatively large population in the
excited states.

Let us assume a wave of frequency v is propagating in a material where two of the energy levels i
and j are such that

hy = E;—E (2.40)

This wave would then excite some of the population of level i to level j. In this process, the wave
loses some of its energy and transfers it to the medium. The wave energy is absorbed. The rate p;; of
such an event happening is equal to:

py = By, (2.41)

where &, is the wave energy density per unit frequency and By; is a constant determined by the
atomic (or molecular) system. In many texts, p;; is also called transition probability.

Once exited to a higher level by absorption, the atoms may return to the original lower level
directly by spontaneous or stimulated emission, and in the process they emit a wave at frequency
v, or they could cascade down to intermediate levels and in the process emit waves at frequencies
lower than v (see Fig. 2.14). Spontaneous emission could occur any time an atom is at an excited
state independent of the presence of an external field. The rate of downward transition from level j
to level i is given by

pi = Aji (2.42)

where Aj; is characteristic of the pair of energy levels in question.

Stimulated emission corresponds to downward transition which occurs as a result of the presence
of an external field with the appropriate frequency. In this case the emitted wave is in phase with
the external field and will add energy to it coherently. This results in an amplification of the external
field and energy transfer from the medium to the external field. The rate of downward transition is
given by
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Figure 2.14 An incident wave of frequency vj; is adsorbed due to population excitation from E; to E;.
Spontaneous emission for the above system can occur at v as well as by cascading down via the intermediate
levels [ and k.

The relationships between Aj;, By,

and Bj; are known as the Einstein’s relations:
B = By (2.44)

8zhi*n’ 8zhn’
Aji = =5

> B; (2.45)
where n is the index of refraction of the medium.

Let us now consider a medium that is not necessarily in thermal equilibrium and where the two
energy levels i and j are such that E; < E;. N; and N; are the population in the two levels, respectively.
The number of downward transitions from level j to level i is (A;; + B;£,)N;. The number of upward
transitions is B;€,N; = B;;£,N;. The incident wave would then lose (N; — N;) B;E, quanta per second.
The spontaneously emitted quanta will appear as scattered radiation which does not add coherently
to the incident wave.

The wave absorption is a result of the fact that usually N; > Nj. If this inequality can be reversed,
the wave would be amplified. This requires that the population in the higher level is larger than the
population in the lower energy level. This population inversion is the basis behind laser and maser
operations. However, it is not usually encountered in the cases of natural matter/waves interactions
which form the topic of this text. (Note: Natural maser effects have been observed in astronomical
objects; however, these are beyond the scope of this text.)

The transition between different levels in usually characterized by the lifetime z. The lifetime of
an excited state i is equal to the time period after which the number of excited atoms in this state
have been reduced by a factor e~". If the rate of transition out of the state i is A;, the corresponding
lifetime can be derived from the following relations:

dNi = —AiNi dt (2.46)
— Ni(t) = N;(0) e™ 4 = N;(0) e~ ¥/ (2.47)
— 1= 1/A; (2.48)
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If the transitions from i occur to a variety of lower levels j, then

A = ZAij (2.49)
7

1 1
- — = — 2.50
Ti ZTU ( )

J

2.6 Interaction Mechanisms Throughout the Electromagnetic
Spectrum

Starting by the highest spectral region used in remote sensing, gamma- and x-ray interactions with
matter call into play atomic and electronic forces such as the photoelectric effect (absorption of
photon with ejection of electron), Compton effect (absorption of photon with ejection of electron
and radiation of lower energy photon), and pair production effect (absorption of photon and gen-
eration of an electron-positron pair). The photon energy in this spectral region is larger than 40 eV
(Fig. 2.15). This spectral region is used mainly to sense the presence of radioactive materials.

In the ultraviolet region (photon energy between 3 and 40 eV), the interactions call into play elec-
tronic excitation and transfer mechanisms, with their associated spectral bands. This spectral
region is used mostly for remote sensing of the composition of the upper layers of the Earth and
planetary atmospheres. An ultraviolet spectrometer was flown on Voyager spacecraft to determine
the composition and structure of the upper atmospheres of Jupiter, Saturn, and Uranus.

In the visible and near infrared (energy between 0.2 and 3 eV), vibrational and electronic energy
transitions play the key role. In the case of gases, these interactions usually occur at well-defined
spectral lines, which are broadened due to the gas pressure and temperature. In the case of solids,
the closeness of the atoms in the crystalline structure leads to a wide variety of energy transfer phe-
nomena with broad interaction bands. These include molecular vibration, ionic vibration, crystal
field effects, charge transfer, and electronic conduction. Some of the most important solid surface
spectral features in this wavelength region include the following: (1) the steep fall-off of reflectance
in the visible toward the ultraviolet and an absorption band between 0.84 and 0.92 pm associated
with the Fe** electronic transition. These features are characteristic of iron oxides and hydrous iron
oxides, collectively referred to as limonite. (2) The sharp variation of chlorophyll reflectivity in the
neighborhood of 0.75 pm, which has been extensively used in vegetation remote sensing. (3) The
fundamental and overtone bending/stretching vibration of hydroxyl (OH) bearing materials in the
2.1-2.8 pm region, which are being used to identify clay-rich areas associated with hydrothermal
alteration zones.

In the mid-infrared region (8-14 pm), the Si-O fundamental stretching vibration provides diag-
nostics of the major types of silicates (Fig. 2.16). The position of the restrahlen bands, or regions of
metallic-like reflection, is dependent on the extent of interconnection of the Si-O tetrahedra com-
prising the crystal lattice. This spectral region also corresponds to vibrational excitation in atmos-
pheric gaseous constituents.

In the thermal infrared, the emissions from the Earth’s and other planets’ surfaces and atmo-
spheres are strongly dependent on the local temperature, and the resulting radiation is governed
by Planck’s law. This spectral region provides information about the temperature and heat constant
of the object under observation. In addition, a number of vibrational bands provide diagnostic infor-
mation about the emitting object constituents.
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Figure 2.15 Correspondence of spectral bands and photon energy and range of different wave-matter
interaction mechanisms of importance in remote sensing. The photon energy in electron volts is given by £
(eV) = 1.24/4, where 1 is in pm.

In the submillimeter region, a large number of rotational bands provide information about the
atmospheric constituents. These bands occur all across this spectral region, making most planetary
atmospheres completely opaque for surface observation. For some gases such as water vapor and
oxygen, the rotational band extends into the upper regions of the microwave spectrum.

The interaction mechanisms in the lower frequency end of the spectrum (v < 20 GHz, A > 1.5 cm)
do not correspond to energy bands of specific constituents. They are rather collective
interactions which result from electronic conduction and nonresonant magnetic and electric
multipolar effects. As a wave interacts with a simple molecule, the resulting displacement of
the electrons results in the formation of an oscillating dipole which generates an electromagnetic
field. This will result in a composite field moving at a lower speed than the speed of light in a
vacuum. The effect of the medium is described by the index of refraction or the dielectric constant.
In general, depending on the structure and composition of the medium, the dielectric constant
could be anisotropic or could have a loss term which is a result of wave energy transformation into
heat energy.

In the case of an interface between two media, the wave is reflected or scattered depending on the
geometric shape of the interface. The physical properties of the interface and the dielectric proper-
ties of the two media are usually the major factors affecting the interaction of wave and matter in
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Force Cambridge Research Laboratories.
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the microwave and radio frequency part of the spectrum. Thus, remote sensing in this region of the
spectrum will mainly provide information about the physical and electrical properties of the object
instead of its chemical properties, which are the major factors in the visible/infrared region, and its
thermal properties, which are the major factors in the thermal infrared and upper microwave
regions (see Table 2.2).

In summary, a remote sensing system can be visualized (Fig. 2.17) as a source of electromagnetic
wave (e.g., the sun, a radio source) which illuminates the object being studied. The incident wave
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Table 2.2 Wave-matter interaction mechanisms across the electromagnetic spectrum.

Spectral region

Main interaction mechanisms

Examples of remote sensing applications

Gamma-rays,
X-rays
Ultraviolet

Visible and
near infrared

Mid-infrared

Atomic processes

Electronic processes

Electronic and vibration
molecular processes

Vibrational, vibrational-
rotational molecular processes

Mapping of radioactive materials

Presence of H and He in atmospheres

Surface chemical composition, vegetation cover, and
biological properties

Surface chemical composition, atmospheric chemical
composition

Thermal Thermal emission, vibrational Surface heat capacity, surface temperature,
infrared and rotational processes atmospheric temperature, atmospheric and surface
constituents

Microwave Rotational processes, thermal Atmospheric constituents, surface temperature,
emission, scattering, surface physical properties, atmospheric precipitation
conduction

Radio Scattering, conduction, Surface physical properties, subsurface sounding,

frequency ionospheric effect ionospheric sounding

Source

L3

Waves scattered
by object

Detector

Waves

emitted by object Collecting

aperture

Total waves

Figure 2.17 Sketch of key elements of a remote sensing system.

interacts with the object and the scattered wave is modulated by a number of interaction processes
which contain the “fingerprints” of the object. In some cases the object itself is the source and the
radiated wave contains information about its properties. A part of the scattered or radiated wave is
then collected by a collector, focused on a detector, and its properties measured. An inverse process
is then used to infer the properties of the object from the measured properties of the received wave.
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Exercises

21

2.2

2.3

24

25

In order to better visualize the relative scale of the waves’ wavelength in different regions of
the spectrum, assume that the blue wavelength (A = 0.4 pm) is expanded to the size of a key
hole (1 cm). What would be the wavelength size of other spectra regions in terms of familiar
objects?

The sun radiant flux density at the top of the earth’s atmosphere is 1.37 kilowatts/m? What is
the flux density at Venus (0.7 AU), Mars (1.5 AU), Jupiter (5.2 AU), and Saturn (9.5 AU)?
Express these values in kilowatts/m? and in photons/m? sec. Assume A = 0.4 pm for the
sun illumination. (Note that AU = astronomical unit = Earth/sun distance.)

Assuming that the sun emittance spectrum follows exactly Planck’s formula:

27hc? 1
S( ) A5 ech/ZkT _ 1

with T = 6000 K. Calculate the percent of solar energy in the following spectral regions:
e In the UV (A < 0.4 pm)

o In the visible (0.4 pm < 4 < 0.7 pm)

o In the infrared (0.7 pm < 4 < 10 pm)

o In the thermal infrared and submillimeter (10 pm < 4 < 3 mm)

e In the microwave (1 > 3 mm)

The amplitudes of two coexistent electromagnetic waves are given by
E, = é,Acos (kz — wt)
E, = &,Bcos (kz— ot + ¢)
Describe the temporal behavior of the total electric field E = E; + E, for the following cases:
A=B, ¢=0
A=B, ¢=n=x
A=B, ¢p=n/2
A=B, ¢p=nx/4

Repeat the exercise for A = 2B.

The amplitudes of two coexistent electromagnetic waves are given by
N Z
E, = e,Acos [w(z — t)}
N e
E, = e,Bcos {w (E — t)}

where c is the speed of light in a vacuum. Let ' = w + Aw and Aw < . Describe the behavior

of the power P ~ |E; + E,|* of the composite wave as a function of P; and P, of each indi-
vidual wave.
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29
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References and Further Reading
A plasma is an example of a dispersive medium. The wavenumber for a plasma is given by

k= B w* — oy

where ¢ = speed of light and w,= plasma angular frequency.

a) Calculate and plot the phase and group velocity of a wave in the plasma as a function of
frequency.

b) Based on the results of (a), why is a plasma called a dispersive medium?

A radar sensor is carried on an orbiting satellite which is moving at a speed of 7 km/sec par-
allel to the earth’s surface. The radar beam has a total beam width of @ = 4° and the operating
frequency is v = 1.25 GHz. What is the center frequency and the frequency spread of the echo
due to the Doppler shift across the beam for the following cases:

a) a nadir-looking beam

b) a 45° forward-looking beam

c) a 45° back-looking beam

Repeat Problem 2.7 for the case where the satellite is moving at a velocity of 7 km/sec but ata
5° angle above the horizontal.

Plot and compare the spectral emittance of black bodies with surface temperatures of 6000
K (Sun), 600 K (Venus), 300 K (Earth), 200 K (Mars), and 120 K (Titan). In particular, deter-
mine the wavelength for maximum emission for each body.

A small object is emitting Q watts isotropically in space. A collector of area A is located a
distance d from the object. How much of the emitted power is being intercepted by the col-
lector? Assuming that Q = 1 kW and d = 1000 km, what size of collector is needed to collect 1
milliwatt and 1 microwatt?

Two coexistent waves are characterized by
E; = Acos (wt)
E, = Acos (ot + a)

Describe the behavior of the total wave E = E; + E, for the cases where a = 0, a = /2,
a = z and a a random value with equal probability of occurrence between 0 and 2z.
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Solid Surfaces Sensing in the Visible and Near Infrared

The visible and near-infrared regions of the electromagnetic spectrum have been the most com-
monly used in remote sensing of planetary surfaces. This is partially due to the fact that this is
the spectral region of maximum illumination by the sun and most widely available detectors (elec-
tro-optical and photographic). The sensor detects the electromagnetic waves reflected by the sur-
face and measures their intensity in different parts of the spectrum. By comparing the radiometric
and spectral characteristics of the reflected waves to the characteristics of the incident waves, the
surface reflectivity is derived. This in turn is analyzed to determine the chemical and physical prop-
erties of the surface. The chemical composition and crystalline structure of the surface material
have an effect on the reflectivity because of the molecular and electronic processes which govern
the interaction of waves with matter. The physical properties of the surface, such as roughness
and slope, also affect the reflectivity mainly due to geometric factors related to the source-sur-
face-sensor-relative angular configuration.

Thus, information about the surface properties is acquired by measuring the modulation that the
surface imprints on the reflected wave (Fig. 3.1) by the process of wave-matter interactions, which
will be discussed in this chapter.

3.1 Source Spectral Characteristics

By far the most commonly used source of illumination in the visible and near infrared is the sun. In
the most simple terms, the sun emits approximately as a hot blackbody at 6000 ° K temperature.
The solar illumination spectral irradiance at the Earth’s distance is shown in Figure 3.2. The total
irradiance is measured to be approximately 1370 W/m? above the Earth’s atmosphere. This irradi-
ance decreases as the square of the distance from the sun because of the spherical geometry. Thus,
the total solar irradiance at Venus is about twice the value for Earth while it is half that much at
Mars (see Table 3.1).

As the solar waves propagate through a planet’s atmosphere, they interact with the atmospheric
constituents leading to absorption in specific spectral regions, which depends on the chemical com-
position of these constituents. Figure 3.2 shows the sun illumination spectral irradiance at the
Earth’s surface. Strong absorption bands exist in the near infrared, particularly around 1.9, 1.4,
1.12, 0.95, and 0.76 pm. These are mainly due to the presence of water vapor (H,0), carbon dioxide
(COy), and, to a lesser extent, oxygen (O,). In addition, scattering and absorption lead to a
continuum of attenuation across the spectrum. For comparison, the transmittivity of the Martian
atmosphere is shown in Figure 3.3. In the near infrared, the Martian atmosphere is opaque only in

Introduction to the Physics and Techniques of Remote Sensing, Third Edition. Charles Elachi and Jakob van Zyl.
© 2021 John Wiley & Sons, Inc. Published 2021 by John Wiley & Sons, Inc.
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Figure 3.1 The surface spectral imprint is reflected in the spectrum of the reflected wave.
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Figure 3.2 Sun illumination spectral irradiance at the Earth’s surface. Source: From Chahine et al. (1983).
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Table 3.1 Solar irradiance at the distance of the different planets.

Mean distance to the sun

Planets (AU) Million kilometers Solar irradiance (W/mz)
Mercury 0.39 58 9000
Venus 0.72 108 2640
Earth 1 150 1370
Mars 1.52 228 590
Jupiter 5.19 778 50
Saturn 9.51 1427 15
Uranus 19.13 2870 3.7
Neptune 30 4497 1.5
Pluto 39.3 5900 0.9
CO,, H,0 and O3 Transmission PS — 6 o T — 200 k
1.0
0.9
0.8 ¢
0.7 »
0.6 &
c
9o 05%& -
3
&
c 04% -
©
=
0.3 ¢ R
0.2 & 4
0.1 4 -
00 A . A A A A A A A -
0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
Wave number (cm™1)
[ 1 L 1 1 . |
20 10 5 2.5 2 1.25 1

Wave length (um)

Figure 3.3 Transmittivity of the Martian atmosphere. The model uses band parameters for CO,, H,0, and Os.

Surface pressure assumed is 6 mbar. Source: Courtesy of D. Crisp and D. McCleese.
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very narrow spectral bands near 2.7 and 4.3 pm, which are due to (CO,). The absorption band near
2 pm is due to H,O.

Another important factor in visible and near-infrared remote sensing is the relative configuration
of the sun—surface—sensor. Because of the tilt of the Earth’s rotation axis relative to the plane of the
ecliptic, the sun’s location in the sky varies as a function of the seasons and the latitude of the illu-
minated area. In addition, the ellipticity of the Earth’s orbit has to be taken into account (Dozier and
Strahler 1983; Wilson 1980).

With recent and continuing development, high-power lasers are becoming viable sources of illu-
mination even from orbital altitudes. These sources have a number of advantages, including con-
trolled illumination geometry, controlled illumination timing which can be used in metrology, and
the possibility of very high powers in very narrow spectral bands. However, these advantages have
to be compared to the lack of instantaneous wide-spectral coverage and the need for orbiting the
laser source with its associated weight and power requirements.

3.2 Wave-Surface Interaction Mechanisms

When the electromagnetic wave interacts with a solid material, there are a number of mechanisms
which affect the properties of the resulting wave. Some of these mechanisms operate over a narrow
band of the spectral region, while others are wide band and thus affect the entire spectrum from 0.3
to 2.5 pm. These interaction mechanisms are summarized in Table 3.2 and discussed in detail in this
section. The narrow band interactions are usually associated with resonant molecular and

Table 3.2 Interaction mechanisms.

General physical

47

mechanisms Specific physical mechanisms Example
Geometrical Dispersive refraction Chromatic aberration, rainbow
anq physical Scattering Blue sky, rough surfaces
optics

Reflection, refraction, and interference film  Mirror, polished surfaces, oil

on water, lens coating

Diffraction grating Opal, liquid crystals, gratings
Vibrational Molecular vibration H,0, aluminum + oxygen, orsilicon +
excitation oxygen

Ion vibration Hydroxyl ion (OH)
Electronic Crystal field effects in transition metal Turquoise, most pigments, some
excitation compounds fluorescent materials

Crystal field effects in transition metal
impurities

Charge transfer between molecular orbits
Conjugated bonds

Transitions in materials with energy bands

Ruby, emerald, red sandstone

Magnetite, blue sapphire
Organic dyes, most plant colors

Metallic: copper, silver, gold;
semiconductors: silicon, cinnabar,
diamond, galena
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electronic processes. These mechanisms are strongly affected by the crystalline structure leading to
splitting, displacement, and broadening of the spectral lines into spectral bands. The wide band
mechanisms are usually associated with nonresonant electronic processes which affect the material
index of refraction (i.e., velocity of light in the material).

3.2.1 Reflection, Transmission, and Scattering

When an electromagnetic wave is incident on an interface between two materials (in the case of
remote sensing, one of the materials is usually the atmosphere), some of the energy is reflected
in the specular direction, some of it is scattered in all directions of the incident medium, and some
of it is transmitted through the interface (Fig. 3.4). The transmitted energy is usually absorbed in the
bulk material and either reradiated by electronic or thermal processes or dissipated as heat.

When the interface is very smooth relative to the incident wavelength A (i.e., A>> interface rough-
ness), the reflected energy is in the specular direction and the reflectivity is given by Snell’s law. The
reflection coefficient is a function of the complex index of refraction n and the incidence angle. The
expression of the reflection coefficient is given by:

£ sin? (6 —6,)

Ry = ————= 3.1

IR sin? (6 + 6,) (1)
for horizontally polarized incidence wave, and

, tan?(0-6,)
— U 3.2

IR tan? (0 + 6;) (32)
for vertically polarized incidence wave. 0, is the transmission angle and is given by:

sin 6 = n sin 6,. (3.3)

The behavior of the reflection coefficient as a function of the incidence angle is illustrated in
Figure 3.5. One special aspect of the vertically polarized configuration is the presence of a null
(i.e., no reflection) at an angle which is given by

tan 0 =n (3.4)

and which corresponds to R, = 0. This is called the Brewster angle.

Reflected wave
Incident wave

\V Scattered wave
Z / "

Y %
Transmitted wave

Figure 3.4 Wave interaction with an interface.
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1.0

Reflection coefficient (Power)

Angle of incidence in degrees

Figure 3.5 Reflection coefficient of a half-space with two indices of refraction (=3 and n=8) as a
function of incidence angle. The continuous curve corresponds to horizontal polarization. The dashed curve
corresponds to vertical polarization.

In the case of normal incidence, the reflection coefficient is:

Rh:R”:R:<n—l>:(Nr+iNi—1) 53

n+1 N, +iN; +1

and

2
R = (N, —1)° + N?

= NN (3.6)

where N, and N; are the real and imaginary parts of n, respectively. In the spectral regions away
from any strong absorption bands, N; << N; and

N,—1\?
R = (=L 3.7
R = (3 ) (7)

However, in strong absorption bands, N; << N; and

IR|* ~ 1 (3.8)

Thus, if wide spectrum light is incident on a polished surface, the reflected light will contain a
relatively large portion of spectral energy around the absorption bands of the surface material
(Fig. 3.6). This is the restrahlen effect.

In actuality, most natural surfaces are rough relative to the wavelength and usually consist of
particulates. Thus, scattering plays a major role and the particulates’ size distribution has a signif-
icant impact on the spectral signature. An adequate description of the scattering mechanism
requires a rigorous solution of Maxwell’s equations, including multiple scattering. This is usually
very complex, and a number of simplified techniques and empirical relationships are used. For
instance, if the particles are small relative to the wavelength, then Rayleigh’s law is applicable,
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Figure 3.6 For a polished surface there is an increase in the reflected energy near an absorption spectral line.
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Figure 3.7 Inthe case of a particulate layer, the volume scattering and resulting absorption lead to a decrease
of the reflected (scattered) energy near an absorption spectral line.

and it describes adequately the scattering mechanism. In this case, the scattering cross section is a
fourth power of the ratio a/A (i.e., scattering is ~(a/A)") of the particles’ size over the wavelength.
The Rayleigh scattering explains the blue color of the sky; molecules and very fine dust scatter blue
light about four times more than red light making the sky appear blue. The direct sunlight, on the
other hand, is depleted of the blue and therefore appears reddish.

In the case of a particulate surface, the incident wave is multiply scattered and some of the energy
which is reflected toward the incident medium penetrates some of the particles (Fig. 3.7). Thus, if
the material has an absorption band, the reflected energy is depleted of energy in that band. Usu-
ally, as the particles get larger, the absorption features become more pronounced even though the
total reflected energy is decreased. This is commonly observed in measured spectra, as illustrated in
Figure 3.8. This is the usual case in remote sensing in the visible and infrared.

In the general case of natural surfaces, the reflectivity is modeled by empirical expressions. One
such expression is the Minnaert law (Minnaert 1941), which gives:

B cos 05 = By(cos 6; cos 65)" (3.9)

where B is the apparent surface brightness, B, is the brightness of an ideal reflector at the obser-
vation wavelength, « is a parameter that describes darkening at zero phase angle, and 6,, 9, are the
incidence and scattering (or emergence) angles, respectively. For a Lambertian surface, x = 1 and
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Figure 3.8 Bidirectional reflection spectra of four different particle size range samples of the mineral beryl.
The smallest particle size range displays the highest relative reflection, but shows the least contrast in its
spectral bands. Source: Hunt (1977). © 1977, Society of Exploration Geophysicists.

B = B, cos 6; (3.10)

which is the commonly used cosine darkening law.

In some special cases, diffraction gratings are encountered in nature. For instance, opal consists
of closely packed spheres of silicon dioxide and a little water imbedded in a transparent matrix that
has similar composition but slightly different index of refraction. The spheres have a diameter of
about 0.25 pm. Dispersion of white light by the three-dimensional diffraction grating gives rise to
spectrally pure colors that glint from within an opal.

The reflection of visible and near-infrared waves from natural surfaces occurs within the top few
microns. Thus, surface cover plays an important role. For instance, the iron oxide in desert varnish
can quench or even completely mask the spectrum of the underlying rocks.

3.2.2 Vibrational Processes

Vibrational processes correspond to small displacements of the atoms from their equilibrium posi-
tions. In a molecule composed of N atoms, there are 3 N possible modes of motion because each
atom has three degrees of freedom. Of these modes of motion, three constitute translation, three
(two in the case of linear molecules) constitute rotation of the molecule as a whole, and 3N — 6
(3N -5 in the case of linear molecules) constitute independent type of vibrations (Fig. 3.9). Each
mode of motion leads to vibration at a classical frequency v;. For a molecule with many classical
frequencies v;, the energy levels are given by

1 1
E = <n1 + 5)’1”1 + -+ <n3N_6 + §>hV3N—6 (3.11)

where (n + %) hv are the energy levels of a linear harmonic oscillator, and n; are vibrational quan-
tum numbers (n; = 0, 1, ...). The number and values of the energy levels for a material are thus
determined by the molecular structure (i.e., number and type of the constituent atoms, the molec-
ular geometry, and the strength of the bonds).
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Figure 3.9 (a) H,0 molecule fundamental vibrational modes. (b) CO, molecule (linear) fundamental
vibrational modes.

The transitions between the ground state (all n; = 0) to a state where only one n; = 1 are called
fundamental tones. The corresponding frequencies are v, v5, ..., v;. These usually occur in the far-to
mid-infrared (>3 pm). The transitions between the ground state to a state where only one n; = 2 (or
some multiple integer) are called overtone tones. The corresponding frequencies are 2v1, 2v,, ... (or
higher order overtones). The other transitions are called combination tones, which are combina-
tions of fundamental and overtone transitions. The corresponding frequencies are lv; + mv;, where
I and m are integers. Features due to overtone and combination tones usually appear between
1 and 5 pm.

As an illustration, let us consider the case of the water molecule (Fig. 3.9a). It consists of three
atoms (e.g., N = 3) and has three classical frequencies vy, v,, v3, which correspond to the three
wavelengths:

A1 = 3.106 pm, which corresponds to the symmetric OH stretch
A, = 6.08 pm, which corresponds to the HOH bend
A3 = 2.903 pm, which corresponds to the asymmetric OH stretch
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Figure 3.10 Spectra of water-bearing minerals illustrating the variations in the exact location and shape of
the spectral lines associated with two of the tones of the water molecule: 2vs near 1.4 pm and v, +v3 near
1.9 pm. Source: Hunt (1977). © 1977, Society of Exploration Geophysicists.

These wavelengths are the fundamentals. The lowest order overtones correspond to the frequen-
cies 2v4, 2uv,, and 2v3, and to wavelengths 4,/2, 1,/2, and 15/2. An example of a combination tone can
be v = v3 + 1, which has a wavelength given by

1 1 1 1=
1—£+£—> = 1.87 pm
or v’ = 2u; + vz, which has a wavelength 1/ = 0.962 um.

In the spectra of minerals and rocks, whenever water is present, two bands appear, one near
1.45 pm (due to 2v3) and one near 1.9 pm (due to v, + v3). The presence of these bands is usually
diagnostic of the presence of the water molecule. These bands could be sharp, indicating that the
water molecules are located in well-defined, ordered sites, or they may be broad, indicating that
they occupy unordered or several unequivalent sites. The exact location and appearance of the spec-
tral bands give quite specific information about the way in which the molecular water is associated
with the inorganic material. Figure 3.10 illustrates this effect by showing spectra of various materi-
als that contain water. The 2v; and v, + v; tones are clearly displayed and the variation in the exact
location and spectral shape is clearly visible.

All the fundamental vibrational modes of silicon, magnesium, and aluminum with oxygen occur
near 10 pm or at longer wavelengths. Because the first overtone near 5 pm is not observed, one does
not expect to detect direct evidence of them at higher order overtones in the near infrared. What is
observed in the near infrared are features due to the overtones and combinations involving
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Figure 3.11 Spectra displaying the hydroxyl group tones: overtone near 1.4 pm and combination tones near
2.3 pm. Source: Hunt (1977). © 1977, Society of Exploration Geophysicists.

materials that have very high fundamental frequencies. There are only a few groups that provide
such features and by far the most common of these are the near-infrared bands that involve the OH
stretching mode.

The hydroxyl ion, OH, very frequently occurs in inorganic solids. It has one stretching fundamen-
tal which occurs near 2.77 pm, but its exact location depends upon the site at which the OH ion is
located and the atom attached to it. In some situations this spectral feature is doubled, indicating
that the OH is in two slightly different locations or attached to two different minerals. AI-OH and
Mg-OH bending have fundamental wavelengths at 2.2 and 2.3 pm, respectively. The first overtone
of OH (2v at about 1.4 pm) is the most common feature present in the near-infrared spectra of
terrestrial materials. Figure 3.11 shows examples of spectra displaying the hydroxyl tones.

Carbonate minerals display similar features between 1.6 and 2.5 pm which are combinations and
overtones of the few fundamental internal vibrations of the CO3~ ion.

3.2.3 Electronic Processes

Electronic processes are associated with electronic energy levels. Electrons in an atom can only
occupy specific quantized orbits with specific energy levels. The most common elements in rocks,
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namely silicon, aluminum, and oxygen, do not possess energy levels such that transitions between
them can yield spectral features in the visible or near infrared. Consequently, no direct information
is available on the bulk composition of geological materials. However, indirect information is avail-
able as a consequence of the crystal or molecular structure imposing its effect upon the energy levels
of specific ions. The most important effects relevant to remote sensing are crystal field effect, charge
transfer, conjugate bonds, and transitions in materials with energy bands.

3.2.3.1 Crystal Field Effect

One consequence of the binding together of atoms is a change in the state of valence electrons. In an
isolated atom, the valence electrons are unpaired and are the primary cause of color. In a molecule
and in many solids, the valence electrons of adjacent atoms form pairs which constitute the chem-
ical bonds that hold atoms together. As a result of this pair formation, the absorption bands of the
valence electrons are usually displaced to the UV. However, in the case of transition metal elements
such as iron, chromium, copper, nickel, cobalt, and manganese, the atoms have inner shells that
remain only partially filled. These unfilled inner shells hold unpaired electrons which have excited
states that often fall in the visible spectrum. These states are strongly affected by the electrostatic
field which surrounds the atom. The field is determined by the surrounding crystalline structure.
The different arrangement of the energy levels for different crystal fields leads to the appearance of
different spectra for the same ion. However, not all possible transitions may occur equally strongly.
The allowed transitions are defined by the selection rules. In this situation, the most pertinent rule
is the one related to the electron spins of the state involved. This rule allows transitions between
states of identical spins only. Typical examples of such situations are ruby and emerald.

The basic material of ruby is corundum, an oxide of aluminum (Al,05). A few percent of the alu-
minum ions are replaced by chromium ions (Cr**). Each chromium ion has three unpaired elec-
trons whose lowest possible energy is a ground state designated 4A, and a complicated spectrum of
excited states. The exact position of the excited state is determined by the crystal electric field in
which the ion is immersed. The symmetry and strength of the field are determined in turn by
the nature of the ions surrounding the chromium and their arrangement. In the case of the ruby,
there are three excited states (2E, 4T, 4T,) with energy bands in the visible range.

Selection rules forbid a direct transition from 4A, to 2E, but allow transitions to both 4T, and 4T,
(see Fig. 3.12). The energies associated with these transitions correspond to wavelengths in the vio-
let and yellow-green regions of the spectrum. Hence, when white light passes through a ruby, it
emerges as a deep red (i.e., depleted of violet, yellow, or green).

Because of the selection rules, electrons can return from the 4 T states to the 4A, ground state
only through the 2E level. The 4 T to 2E transition releases infrared waves, but the 2E to 4A, tran-
sition gives rise to strong red light emission.

In the case of emerald, the impurity is also Cr>*: however, because of the exact structure of the
surrounding crystal, the magnitude of the electric field surrounding a chromium ion is somewhat
reduced. This results in lower energy for the 4 T states (Fig. 3.12). This shifts the absorption band
into the yellow-red, hence the green color of emerald.

Crystal field effects can arise whenever there are ions bearing unpaired electrons in a solid. Aqua-
marine, jade, and citrine quartz have iron instead of chromium. Blue or green azurite, turquoise,
and malachite have copper as a major compound instead of impurity. Similar situations occur with
red garnets where iron is a major compound.

One of the most important cases in remote sensing involves ferrous ion Fe**. For a ferrous ion in
a perfectly octahedral site, only one spin-allowed transition is in the near infrared. However, if the
octahedral site is distorted, the resulting field may lead to splitting of the energy level, thus allowing
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Figure 3.13 Spectra of minerals that contain ferrous ions in different crystal fields or in different sites. All
the features indicated (vertical line is band minimum and shaded area shows bandwidth) in these spectra
are due to spin-allowed transitions. Source: Hunt (1977). © 1977, Society of Exploration Geophysicists.

additional transitions. If the ferrous ions are in different nonequivalent sites, as is the case in oli-
vine, additional characteristic transitions occur. Thus, important information on the bulk structure
of the mineral can be derived indirectly by using the ferrous ion spectral feature as a probe.
Figure 3.13 shows the reflection spectra of several minerals that contain ferrous ion, illustrating
the spectral changes resulting from the bulk structure.

The crystal field effect is not only limited to electrons in transition metal ions. If an electron is
trapped at a structural defect, such as a missing ion or an impurity, similar transition energy level
occurs. These anomalies are called color centers or F centers (from the german Farbe, color). The
color center effect is responsible for the purple color of fluorite (Ca F,), in which each calcium ion is
surrounded by eight fluorine ions. An F center forms when a fluorine ion is missing from its usual
position. In order to keep electrical neutrality, an electron is trapped in the fluorine location and is
bound to the location by the crystal field of the surrounding ions. Within this field it can occupy a
ground state and various excited states.
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3.2.3.2 Charge Transfer
In many situations, paired electrons are not confined to a particular bond between two atoms but
move over longer distances. They even range throughout the molecule or even throughout a mac-
roscopic solid. They are then bound less tightly and the energy needed to create an excited state is
reduced. The electrons are said to occupy molecular orbits (in contrast to atomic orbits). One mech-
anism by which molecular orbits can contribute to the spectral characteristics in the visible and NIR
is the transfer of electric charges from one ion to another. An example of such effect occurs in mate-
rials where iron is present in both its common values Fe** and Fe**. Charge transfers between
these forms give rise to colors ranging from deep blue to black, such as in the black iron ore mag-
netite. A similar mechanism occurs in blue sapphire. In this case, the impurities are Fe** and Ti**.
An excited state is formed when an electron is transferred from the iron to the titanium giving both
a 43 charge. About 2 eV are needed to drive the charge transfer creating a broad absorption band
that extends from the yellow through the red leaving the sapphire with a deep blue color.

The spectral features which occur as a result of charge transfers typically are very intense, much
more intense than the features corresponding to crystal field effects.

3.2.3.3 Conjugate Bonds

Molecular orbital transitions play a major role in the spectral response of biological pigments and
many organic substances in which carbon, and sometime nitrogen, atoms are joined by a system of
alternating single and double bonds called conjugate bonds. Because each bond represents a pair of
shared electrons, moving a pair of electrons from each double bond to the adjacent single bond
reverses the entire sequence of bonds leading to an equivalent structure. Actually the best repre-
sentation of the structure shows all the atoms connected by single bonds with the remaining pairs of
bonding electrons distributed over the entire structure in molecular orbitals, which in this instance
are called pi-orbitals.

The extended nature of pi-orbitals in a system of conjugate bonds tends to diminish the excitation
energy of the electron pairs allowing absorption in the visible spectrum. A number of biological
pigments owe their spectral properties to extended systems of pi-orbitals. Among them are the
green chlorophyll of plants and the red hemoglobin of blood.

3.2.3.4 Materials with Energy Bands

The spatial extent of electron orbitals reaches its maximum value in metals and semiconductors.
Here the electrons are released entirely from attachment to particular atoms or ions and even move
freely throughout a macroscopic volume.

In a metal, all the valence electrons are essentially equivalent since they can freely exchange
places. The energy levels form a continuum. Thus, a metal can absorb radiation at any wavelength.
This might lead someone to conclude that metals should be black. However, when an electron in a
metal absorbs a photon and jumps to an excited state, it can immediately reemit a photon of the
same energy and return to its original state. Because of the rapid and efficient reradiation, the sur-
face appears reflective rather than absorbent; it has the characteristic metallic luster. The variations
in the color of metallic surfaces result from differences in the number of states available at partic-
ular energies above the Fermi level. Because the density of states is not uniform, some wavelengths
are absorbed and reemitted more efficiently than others.

In the case of semiconductors, there is a splitting of the energy levels into two broad bands with a
forbidden gap (Fig. 3.14). The lower energy levels in the valence band are completely occupied. The
upper conduction band is usually empty. The spectral response of a pure semiconductor depends on
the width of the energy gap. The semiconductor cannot absorb photons with energy less than the
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Figure 3.14 Configurations of energy bands for different types of solid materials.

gap energy. If the gap is small, all wavelengths in the visible spectrum can be absorbed. Small-gap
semiconductors in which reemission is efficient and rapid, such as silicon, have a metal-like luster.

If the gap is large, no wavelengths in the visible can be absorbed (i.e., photon energy less than the
gap energy) and the material is colorless. Diamond is such a material, with an energy gap of 5.4 eV
(i.e., 2 = 0.23 pm). Where the energy gap is intermediate, the semiconductor will have a definite
color. Cinnebar (HgS) has a band gap of 2.1 eV (i.e., A = 0.59 pm). All photons with energy higher
than this level (i.e., blue or green) are absorbed, and only the longest visible wavelengths are trans-
mitted; as a result, cinnebar appears red (see Fig. 3.15). Semiconductor materials are characterized
with a sharp edge of transition in their spectrum due to the sharp edge of the conduction band. The
sharpness of the absorption edge is a function of the purity and crystallinity of the material. For
particulate materials, the absorption edge is more sloped.

If the semiconductor is doped with impurity, new intermediate energy levels are available allow-
ing some large-gap semiconductors to have spectral signature in the visible. The technique of dop-
ing semiconductors is often used in the manufacture of detector materials. Since the doped layer has
a lower transition energy, longer wavelength radiation can typically be detected. An example is the
case where silicon is doped with arsenic. The resulting detectors have sensitivity that extends well
into the infrared; far beyond the normal cutoff wavelength of pure silicon at about 1.1 pm.

3.2.4 Fluorescence

As illustrated in the case of the interaction of light with ruby, energy can be absorbed at one wave-
length and reemitted at a different wavelength due to the fact that the excited electrons will cascade
down in steps to the ground state. This is called fluorescence. This effect can be used to acquire
additional information about the composition of the surface. In the case of the sun illumination,
it would seem at first glance that it is not possible to detect fluorescence because the emitted fluo-
rescent light could not be separated from the reflected light at the fluorescence wavelength. How-
ever, this can be circumvented due to the fact that the sun spectrum has a number of very narrow
dark lines, called Fraunhofer lines, which are due to absorption in the solar atmosphere. These lines
have widths ranging from 0.01 to 0.1 pm, and the central intensity of some of them is less than 10%
of the surrounding continuum. The fluorescence remote sensing technique consists of measuring to
what extent a Fraunhofer “well” is filled up relative to the continuum due to fluorescence energy
resulting from excitation by shorter wavelengths (see Fig. 3.16). Thus, by comparing the depth of a
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Figure 3.15 Visible and infrared bidirectional reflection spectra of particulate samples of different materials

all of which display sharp absorption edge effect. Source: Siegel and Gillespie (1980). © 1980, John
Wiley & Sons.
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Fraunhofer line relative to the immediate continuum in the reflected light and the direct incident
light, surface fluorescence can be detected and measured.

Let F; be the ratio of solar illumination intensity at the center of a certain Fraunhofer line (I,) to
the intensity of the continuum illumination (I.) immediately next to the line (Fig. 3.16)

_ D

F. =
s 1.

(3.12)

and let F, be the ratio for the reflected light. If the reflecting material is not fluorescent, then

RI 1
Fr=-2=2
RI. I

=F, (3.13)

where R is the surface reflectivity. If the surface is fluorescent with fluorescence emission near the
Fraunhofer line being measured, then an additional intensity It is added in the reflected light:

_RIO+If

F,o= ~o*
RI. + I¢

> Fi (3.14)

and the intensity of the fluorescence illumination I; can be derived.

3.3 Signature of Solid Surface Materials

Solid surface materials can be classified into two major categories: geologic materials and biologic
materials. Geologic materials correspond to the rocks and soils. Biologic materials correspond to the
vegetation cover (natural and human-grown). For the purpose of this text, snow cover and urban
areas are included in the biologic category.

3.3.1 Signature of Geologic Materials

As discussed earlier, the signature of geologic materials in the visible and near infrared is mainly a
result of electronic and vibrational transitions. The absorption bands of specific constituents are
strongly affected by the crystalline structure surrounding them, their distribution in the host mate-
rial, and the presence of other constituents. A spectral signature diagram for a variety of geologic
materials is shown in Figure 3.17 and is based on the work by Hunt (1977). In the case of vibrational
processes, the water molecule (H,0) and hydroxyl (—OH) group play a major role in characterizing
the spectral signature of a large number of geologic materials. In the case of electronic processes, a
major role is played by the ions of transition metals (e.g., Fe, Ni, Cr, Co), which are of economic
importance. The sulfur molecule illustrates the conduction band effect on the spectral signature of a
certain class of geologic materials.

The wide variety of geologic material with their corresponding composition makes it fairly com-
plicated to uniquely identify a certain material based on a few spectral measurements. The meas-
urement of surface reflectivity at a few spectral bands would lead to ambiguities. The most ideal
situation would be to acquire the spectral signature of each pixel element in an image all across
the whole accessible spectrum from 0.35 to 3 pm and beyond in the infrared. This would allow
unique identification of the constituents. However, it requires a tremendous amount of data hand-
ling capability, as discussed later. A more feasible approach would be to concentrate on diagnostic
regions for specific materials. For instance, a detailed spectrum in the 2.0 to 2.4 pm region will allow
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Figure 3.17 Spectral signature diagram of a variety of geologic materials. Source: Hunt (1977). © 1977,
Society of Exploration Geophysicists.

the identification of the OH group minerals. Figure 3.18 illustrates the detailed structure in this
spectral region for minerals typically associated with hydrothermal alterations.

3.3.2 Signature of Biologic Materials

The presence of chlorophyll in vegetation leads to strong absorption at wavelengths shorter than
0.7 pm. In the 0.7-1.3 pm region, the strong reflectance is due to the refractive index discontinuity
between air and the leaf cell. In the region from 1.3 to 2.5 pm, the spectral reflectance curve of a leaf
is essentially the same as that of pure water. Figure 3.19 shows the spectral reflectance of corn, soy-
bean, bare soil, and a variety of foliages.

One of the major objectives in remotely sensing biologic materials is to study their dynamic
behavior through a growing cycle and monitor their health. Thus, the variations in their spectral



3.3 Signature of Solid Surface Materials

Figure 3.18 High-resolution laboratory spectra of T ] [
common minerals typically associated with hydrothermal
alteration. Source: Goetz et al. (1983). © 1983, Society of
Economic Geologists.
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signature as a function of their health are of particular importance. As illustrated in Figure 3.20, leaf
moisture content can be assessed by comparing the reflectances near 0.8, 1.6, and 2.2 pm. Even
though there are diagnostic water bands at 1.4 and 1.9 um, it should be kept in mind that these
are also regions of high atmospheric absorption due to atmospheric water vapor.

The amount of green biomass also affects the reflectance signature of biologic materials, as illus-
trated in Figure 3.21 for alfalfa through its growth cycle. The bare field signature is presented by the
zero biomass curve. As the vegetation grows, the spectral signature becomes dominated by the veg-
etation signature. In principle, the biomass can be measured by comparing the reflectance in the
0.8 — 1.1 pm region to the reflectance near 0.4 pm.

Figure 3.22 shows another example of the changes that occur in the spectral signature of a beech
leaf through its growing cycle, which in turn reflect changes in chlorophyll concentration. Both the
position and slope of the rise (called red edge) near 0.7 pm change as the leaf goes from active pho-
tosynthesis to total senescence.

High-spectral resolution analysis of the red edge is allowing the detection of geochemical stress
resulting from alteration in the availability of soil nutrients. A number of researchers have noted a
blue shift, consisting of about 0.01 pm of the red edge or chlorophyll shoulder to slightly shorter
wavelengths in plants influenced by geochemical stress (Figs. 3.23 and 3.24). This shift, due to min-
eral-induced stress, may be related to subtle changes in the cellular environment.

In many situations, geologic surfaces are partially or fully covered by vegetation. Thus, natural
spectral signatures will contain a mixture of features which characterize the cover and the
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Figure 3.19 Spectral reflectance of a variety of biological materials. (a) Reflectance of some cultivated
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Figure 3.20 Progressive changes in the spectral response of a sycamore leaf with varying moisture content.
Source: Short (1982).
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Figure 3.21 Variations in spectral reflectance as functions of amounts of green biomass and percent canopy
cover. Source: Short (1982).
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Figure 3.23 Blue shift in the spectrum of conifers induced by a sulfide zone. Source: Collins et al. (1983).
© 1983, Society of Economic Geologists.
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Figure 3.24 Bidirectional leaf reflectance spectra of laboratory-grown shoregum as a function of the
presence of copper as CuSQy in the soil. Source: Chang and Collins (1983). © 1983, Society of Economic
Geologists.

underlying material (see Fig. 3.25). The relative contributions depend on the percent of the vege-
tation cover and the intensity of the indentifying feature (i.e., absorption band or step) being
observed.

3.3.3 Depth of Penetration

The reflectivity of surfaces in the visible and near infrared is fully governed by the reflectivity of the
top few microns. Weathered rocks often show a discrete iron-rich surface layer which could be com-
positionally different from the underlying rock, as in the case of desert varnish. Thus, it is important
to determine the depth of penetration of the sensing radiation. This is usually done by conducting
laboratory measurements. Buckingham and Sommer (1983) made a series of such measurements
using progressively thicker samples. They found that as the sample thickness increases, absorption
lines become more apparent (i.e., higher contrast). After a certain critical thickness, an increase in
sample thickness does not affect the absorption intensity. This corresponds to the maximum thick-
ness being probed by the radiation.

A typical curve showing the relationship between sample thickness and absorption intensity is
shown in Figure 3.26. The penetration depth for 0.9 pm radiation in ferric materials is at most
30 pm, and this thickness decreases as the concentration of ferric material increases. In the case
of the 2.2 pm radiation, a 50 pm penetration depth was measured for kaolinite.

67



68| 3 Solid Surfaces Sensing in the Visible and Near Infrared

100 T | 1 1 | I
—— Andesite
===10% Cover
80 +s40 30% Cover .
—=— 50% Cover
60 |-

100 T T 1 1 T |

—— Limestone
——=10% Cover
gop= | e 30% Cover 7
—=- 50% Cover

Reflectance (%)

100 T T T T T T
= Limonitic argillized
fragments and soil
80 I ===30% Cover -
===+ 60% Cover
/—'-\ —

0 1 1 1 1 1 1
0.4 0.7 1.0 1.3 1.6 20 22 24
Wavelength (um)
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The penetration effect can be easily quantified by including the complex wave vector k in the field
expression (Equation 2.10). When the medium is absorbing, the index of refraction is given by

V& =n=N; +iN; (3.15)
— k = \/e_rko = Nr ko + iNiko (316)

where ko = 2z/). Thus, the field expression becomes:
E= Aei(Nrko + iNiko)r—iwt — Eoe—Nikgr (317)

where E, is the field when there is no absorption. Equation (3.17) shows that the field decreases
exponentially as its energy is absorbed by the medium. The “skin” depth or penetration depth d
is defined as the thickness at which the field energy is reduced by a factor e™*. Thus,

1 A

d= = 3.18
2Niky  4znN; ( )

69



70

3 Solid Surfaces Sensing in the Visible and Near Infrared
3.4 Passive Imaging Sensors

A large number of visible and infrared imaging sensors have been flown in space to study the Earth
and planetary surfaces and on airborne platforms in the case of Earth. These include Gemini,
Apollo, and Skylab cameras, the series of Landsat cameras, including Multispectral Scanner
(MSS), Landsat Thematic Mapper (TM), and the Landsat Enhanced Thematic Mapper Plus
(ETM+), the series of SPOT Satellite Imagers, the Advanced Spaceborne Thermal Emission and
Reflection Radiometer (ASTER), Wide Field Planetary Camera (WFPC), Spitzer Telescope, and
numerous astrophysics missions. A number of planetary imaging cameras have also been flown,
including the Galileo, Cassini, Mars Reconnaissance orbiter, Juno, New Horizon, and Curiosity
Cameras.

3.4.1 Imaging Basics

Passive imaging systems collect information about the surface by studying the spectral character-
istics of the electromagnetic energy reflected by the surface, as shown in Figure 3.1. As the source
energy propagates through the atmosphere on its way to the surface, the spectral characteristics of
the atmosphere are imprinted on the source signal, as shown in Figure 3.2 for the case of the Earth’s
atmosphere. This incoming energy is then reflected by the surface, and propagates through the
atmosphere to the collecting aperture of the imaging sensor.

Let the incoming radiant flux density be F;. The spectrum of this incoming radiant flux at the
surface is given by

Si(2) = S(4, Ty) x <%>2a(l) (3.19)

where S(4, Ty) is the energy radiated from the source with temperature T, but modified by the
absorption spectrum a(4) of the atmosphere. The second term represents the fact that the energy
is radiated spherically from the sun surface with radius Ry to the body at distance d.

The fraction of this incoming energy that is reflected by the surface is described by the surface
reflectance p(1), also known as the surface albedo. The most complete description of the surface
reflectance is given by the so-called Bidirectional Reflectance Distribution Function (BRDF), which
gives the reflectance of the surface as a function of both the illumination and the viewing geometry.
In the simpler case of a Lambertian surface, this function is a constant in all directions, which
means that the reflected energy is spread uniformly over a hemisphere. If the surface area respon-
sible for the reflection is dS, the radiant flux at the sensor aperture is
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where ris the distance between the aperture and the surface area reflecting the incoming energy. If
the aperture size is denoted by dA, the power captured by the aperture, per unit wavelength, will be
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The aperture will typically collect the incoming radiation for a short time, known as the dwell

time or aperture time. In addition, the sensor will typically collect radiation over a finite bandwidth

with an efficiency described by the sensor transfer function 4(4). Denoting the dwell time by 7, we
find the total energy collected by the sensor from the surface element to be
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If the relative bandwidth is small, this expression can be approximated by
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where 1, is the wavelength at the center of the measurement bandwidth and A4 is the bandwidth.
This received energy is compared with the intrinsic noise of the sensor system to determine the
image signal-to-noise ratio.

3.4.2 Sensor Elements

The main elements of an imaging system are sketched in Figure 3.27. The collecting aperture size
defines the maximum wave power that is available to the sensor. The collector could be a lens or a
reflecting surface such as a plane or curved mirror.

The focusing optics focuses the collected optical energy onto the detecting element or elements.
The focusing optics usually consists of numerous optical elements (lenses and/or reflectors) for
focusing, shaping, and correcting the wave beam.

A scanning element is used in some imaging systems to allow a wide coverage in the case where
few detecting elements are used. When a large array of detecting elements or film is used, the scan-
ning element is usually not necessary.

In order to acquire imagery at different spectral bands, the incident wave is split into its different
spectral components. This is achieved by the dispersive element, which could consist of a set of
beamsplitters/dichroics, a set of filters on a spinning wheel, or dispersive optics such as a prism
or grating (see Fig. 3.28).
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Figure 3.27 Sketch of major elements of an imaging sensor. The elements are not to scale and their order
could be different depending on the exact system configuration.
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Figure 3.28 Multispectral wave dispersion techniques. (a) Beamsplitter used on the Landsat TM.
(b) Dispersive optics. A third technique is the use of a spinning wheel with a bank of filters.

The wave is finally focused on the detecting element where its energy is transformed into a chem-
ical imprint in the case of films or more commonly, is transformed into a modulated electrical cur-
rent in the case of array detectors.

An imaging system is commonly characterized by its response to electromagnetic energy that
originates from a fictitious “point source” located infinitely far away from the sensor system.

Electromagnetic waves from such a point source would reach the sensor system as plane waves.
Because the sensor system consists of elements that are of finite size, the waves will be diffracted as
it propagates through the sensor until it reaches the focal plane. Here, the point source no longer
appears as a single point, but the energy will be spread over a finite patch in the focal plane. The
descriptive term point spread function is commonly used to describe the response of an imaging
system to a point source.

The exact shape of the point spread function depends on the design of the optical system of the
sensor, and on the physical shapes of the apertures inside the optical system. For example, light
from a point source that propagated through a circular aperture with uniform transmission would
display an intensity pattern that is described by

a2 |21 (ka\/u2 + v2)
I(u,v) =Ily— | ——F———=+ 3.24
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where a is the radius of the circular aperture, 4 is the wavelength of the incident radiation, k = 2z/4
is the wavenumber, and u and v are two orthogonal angular coordinates in the focal plane. This
diffraction pattern, shown in Figure 3.29, is commonly known as the Airy pattern, after Airy,
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Figure 3.29 Diffraction pattern of a circular aperture with uniform illumination. The image on the left shows
the logarithm of the intensity and is scaled to show the first three diffraction rings in addition to the central
peak—a total dynamic range of 3 orders of magnitude. The diffraction pattern is also shown as a three-
dimensional figure on the right, displayed using the same logarithmic scale.

who derived (3.27) in 1835. The first minimum in the Airy pattern occurs at the first root of the
Bessel function J; at

o R A A

where D = 2a is the diameter of the aperture. The area inside the first minimum of the Airy function
is commonly referred to as the size of the Airy disk. The light from the point source is not focused to
a point; instead it is spread over the neighborhood of the point in the shape of the Airy function—a
process known as diffraction. Looking again at (3.27) or (3.28), we observe that the size of the patch
of light that represents the original point source in the instrument focal plane is a function of the
electrical size of the aperture as measured in wavelengths. The larger the aperture, the smaller the
Airy disk for a given wavelength. On the other hand, if the aperture size is fixed, the Airy disk will be
larger at longer wavelengths than at shorter wavelengths. This is the case in any telescope system
that operates over a number of wavelengths. The Airy disk at 0.7 pm would be nearly twice as wide
as that at 0.4 pm for a fixed aperture size.

The resolution, or resolving power, of an imaging system describes its ability to separate the
images of two closely spaced point sources. The most commonly used definition of resolution is
that defined by Lord Rayleigh according to which two images are regarded as resolved when they
are of equal magnitude and the principal maximum of the one image coincides with the first min-
imum of the second image. Therefore, (3.28) describes the smallest angular separation between two
point sources of equal brightness if a telescope with a circular aperture with radius a would be used
to observe them. Figure 3.30 shows three cases where two point sources are completely resolved
(left graph), the two points are just resolved (middle graph), exactly satisfying the Rayleigh crite-
rion, and the two point sources are not resolved (right graph).

It should be mentioned that not all imaging systems employ circular apertures of the type that
would result in a point source being displayed as an Airy function in the image plane of the sensor.
Figure 3.31 shows the point spread function of a square aperture with equal intensity across the
aperture, and also that of a circular aperture in which the intensity is tapered as a Gaussian function
from the center with a 50% reduction at the edges of the circular aperture. Notice the reduction in
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Figure 3.30 These graphs show cuts through the composite diffraction patterns of two point sources. Three cases are shown: two point sources in the left graph are
completely resolved, the two points in the middle graph are just resolved, exactly satisfying the Rayleigh criterion, and the two point sources in the right-hand graph
are not resolved. Note that here the intensities are displayed using a linear scale, so the diffraction rings are only barely visible.
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Figure 3.31 Diffraction patterns of a square aperture with uniform illumination (top) and a circular
aperture with Gaussian tapered illumination with 50% transmission at the edges of the aperture (bottom).
The figures are scaled the same as those in Figure 3.29.

the brightness of the sidelobes of the circular aperture with a Gaussian taper when compared to
Figure 3.29. This technique, known as apodization, is commonly used to reduce the sidelobes of
imaging systems, but comes at the expense of energy throughput coupled with a slight broadening
of the central disk of the point spread function.

The resolution definition described by (3.27) assumes that the diffraction pattern of the system
is adequately sampled in the focal plane. In modern remote sensing systems, the focal plane of the
sensor is commonly populated with electronic detectors. Due to the finite size of these detectors,
energy from a small solid angle, corresponding to the instantaneous field of view (IFOV) of an
individual detector, will be integrated and reported as a single value (Figure 3.32). Therefore,
if the IFOV of the detector is larger than the size of the Airy disk, it is possible that two point
sources can be further apart than the resolution limit of the telescope optics, but the light from
these two sources can still end up on a single detector, and hence they will not be distinguishable.
In this case, the resolution of the sensor is driven by the size of detector, and not by the resolving
power of the optics. In any case, the intersection of the detector IFOV and the surface being
imaged gives the size of the surface element that is imaged by that detector. This area is commonly
known as the size of a “pixel” on the ground, referring to the fact that this area will be reported as
one picture element in the final image. This area represents the reflecting surface area dS in
(3.23)-(3.26).
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3.4.3 Detectors

The detector transforms the incoming wave into a form of recordable information. Optical films are
one type of detector. Another type is the electro-optic detector, which transforms the wave energy
into electrical energy that is usually transmitted to a digital recording medium. Electro-optic detec-
tors are generally classified on the basis of the physical processes by which the conversion from
radiation input to electrical output is made. The two most common ones are thermal detectors
and quantum detectors.

Thermal detectors rely on the increase of temperature in heat-sensitive material due to absorp-
tion of the incident radiation. The change in temperature leads to change in resistance (bolometers
usually using Wheatstone bridge) or voltage (thermocouplers usually using thermoelectric junc-
tions), which can be measured. Typically, thermistor bolometers use carbon or germanium resistors
with resistance change of about 4% per degree. Thermal detectors are usually slow, have low sen-
sitivity, and their response is independent of wavelength. In the last decade, microbolometer arrays
have been developed that have excellent sensitivity, but their response times are still on the order of
10 milliseconds, which means that special motion compensation has to be implemented for such
microbolometer-based cameras to avoid image smearing due to spacecraft motion.

Quantum detectors use the direct interaction of the incident photon with the detector material,
which produces free-charge carriers. They usually have high sensitivity and fast response, but they
have limited spectral region of response (see Fig. 3.33). The detectivity of a quantum detector is
defined as

1

=_—_ (3.26)

NEP
where NEP is the noise equivalent power, which is defined as the incident power on the detector that
would generate a detector output equal to the r.m.s. noise output. In other words, the noise equivalent
power is that incident power that would generate a signal-to-noise ratio that is equal to 1.

For many detectors, both the detectivity and the NEP are functions of the detector area and the
signal bandwidth. To take this into account, the performance of quantum detectors are usually
characterized by the normalized detectivity, Dx, which is equal to:
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Figure 3.33 Comparison of the D" of various infrared detectors when operated at the indicated temperature.
Source: Hudson (1969). © 1969, John Wiley & Sons.

b= pyAf = VAN _ (S/N)VASS

(3.27)
NEP w

where A is the detector area, Afis the circuit bandwidth, S/N is the signal-to-noise ratio, and W'is
the radiation incident on the detector.

Quantum detectors are typically classified into three major categories: photoemissive, photocon-
ductive, and photovoltaic.

In photoemissive detectors, the incident radiation leads to electron emission from the photosen-
sitive intercepting surface. The emitted electrons are accelerated and amplified. The resulting
anode current is directly proportional to the incident photon flux. These detectors are usually oper-
able at wavelengths shorter than 1.2 pm because the incident photon must have sufficient energy to
overcome the binding energy of the electron in the atom of the photosensitive surface. This is
expressed by the Einstein photoelectric equation:

1
E=2 mo* = hv—¢ (3.28)

where ¢ = work function = energy to liberate an electron from the surface, m is the electron mass,
and v is the velocity of the ejected electron. Thus, the photon energy hv must be greater than ¢ in
order to liberate an electron. The critical wavelength of the incident wave is that wavelength for
which the photon energy is equal to the work function of the detector material, and is given by:

1.24
¢ =hve — A(p) = eV
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Figure 3.34 Charge coupled devices (CCD) linear array photograph (a) and sketch illustrating the different
substrates (b). (c) A photograph of a two-dimensional CCD array.

The lowest ¢ for photoemissive surfaces is for alkali metals. Cesium has the lowest ¢ = 1.9 eV,
which gives A. = 0.64 pm. Lower values of ¢ can be achieved with composite surfaces. For instance,
for a silver-oxygen—cesium composite, ¢. = 0.98 eV and A. = 1.25 pm.

In a photoconductive detector, incident photons with energy greater than the energy gap in the
semiconducting material produce free-charge carriers, which cause the resistance of the photosen-
sitive material to vary in inverse proportion to the number of incident photons. This requires sub-
stantially less energy than electron emission, and, consequently, such detectors can operate at long
wavelengths in the thermal infrared. The energy gap for silicon, for example, is 1.12 eV, allowing
operation of silicon detectors to about 1.1 pm. Indium antimonide has an energy gap of 0.23 eV,
giving a cutoff wavelength of 5.9 pm.

In the case of photovoltaic detectors, the light is incident on a p-n junction modifying its electrical
properties, such as the backward bias current.

Quantum detectors can also be built in arrays. This feature allows the acquisition of imaging data
without the need of scanning mechanisms which are inefficient and provide short integration time
per pixel. For this reason, most of the advanced imaging sensors under development will use detec-
tor arrays such as charge coupled device (CCD) arrays (Fig. 3.34).

Silicon CCD detectors are commonly used detectors in the visible and NIR part of the spec-
trum. These detectors typically have excellent sensitivity in the wavelength region 0.4-1.1 pm.
Fundamentally, a CCD array is made up of a one- or two-dimensional array of Metal Oxide
Silicon (MOS) capacitors that collect the charge generated by the free-charge carriers. Each
capacitor accumulates the charge created by the incident radiation from a small area, known
as a pixel, in the total array. To register the image acquired by the sensor, the charges accumu-
lated on these capacitors must be read from the array. This is typically done using a series of
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registers into which the charges are transferred sequentially, and the contents of these registers
are then sent to a common output structure where the charges are converted to a voltage. The
voltage is then digitized and registered by the readout electronics. The speed at which the
charges can be read determines the frame rate at which a CCD detector can be used to acquire
images. Various different readout schemes are used to increase this frame rate. The fastest frame
rates typically result when two CCD arrays are implemented side by side. One device is illumi-
nated by the incoming radiation and is used to integrated charges, while the second device is
covered with a metal layer to prevent light from entering the device. Once the charges are accu-
mulated on the imaging CCD, the charges are quickly transferred to the covered device. These
charges can then be read from the second device, while the first is again used to integrate
charges from the scene being imaged.

Traditional CCD detectors have reduced sensitivity to the shorter wavelengths in the blue portion
of the visible spectrum. The polysilicon gate electrodes, used to clock out the charge from the capa-
citors in the imaging part of the array, strongly absorb blue wavelength light. As pixel geometries
get smaller, this problem is exacerbated. The blue response of the sensor decreases rapidly with
pixel size. The short wavelength sensitivity can be improved using a technique known as thinning
and back-illumination. Essentially, the CCD is mounted upside down on a substrate, and charges
are collected through the back surface of the device, away from the gate electrodes. On the longer
wavelength side of the spectrum, the sensitivity of silicon CCDs can be improved by doping the
silicon with impurities, such as arsenic. These devices, known as extrinsic CCDs, have sensitivities
that extend well into the infrared part of the spectrum.

More recently, CMOS detectors have become more common. The basic difference between
CMOS and CCD detectors is that in the case of the CMOS detectors, the charge to voltage conver-
sion takes place in each pixel. This makes it easy to integrate most functions on one chip using
standard CMOS processes. This integration into a single structure usually means that signal traces
can be shorter, leading to shorter propagation delays and increased readout speed. CMOS arrays
also support random access, making it easy to read only a portion of the array, or even one pixel.
Of particular interest for use in scientific applications where the highest performance IR detectors
are needed, are mercury-cadmium-telluride (HgCdTe or MCT) detectors. The band gap of the
MCT can be tuned by adjusting the mercury to cadmium ratio (see Hansen et al. 1982). The
MCT material is grown by molecular beam epitaxy (MBE) then processed to form an array of photo-
diodes that are bump bonded on pixels in the Read Out Integrated Circuit (ROIC). The different
steps are illustrated in Figure 3.35. Blocks of almost 1 million pixels have been built. Then by stitch-
ing together multiple blocks, very large arrays of almost 10 M pixels have been built particularly for
ground and space astronomical instruments. An excellent review of the state of the art as of 2018
can be found in Jerram and Beletic 2018.

More recently, new advances in imaging sensors beyond CMOS are opening the door for the
potential use of Quantum Dots which could enable tunability in the visible and infrared by choos-
ing the right material with appropriate particle size (see Palomaki and Keuleyan 2020).

In the case of films, black and white, true color, and false color films can be used. The true
color film is sensitive to the visible part of the spectrum. The false color film records a small part
of the highly reflective portion of the infrared spectrum (0.75 — 0.9 pm) characteristic of vege-
tation. With this type of film, a yellow filter is used to remove the blue part so that the blue,
green, and red sensitive layers of emulsion in the film are available to record the green, red,
and infrared parts of the radiation, respectively. Since healthy vegetation is strongly reflective
in the infrared, it appears bright red in false color infrared images, while unhealthy vegetation
appears blue to gray.
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3.5 Types of Imaging Systems

Depending on how the sensor acquires and records the incoming signal, imaging systems can be
divided into three general categories: framing cameras, scanning systems, and push broom imagers
(see Fig. 3.36 and Table 3.3).

A framing camera takes a snapshot of an area of the surface, which is then projected by the cam-
era optics on a film or a two-dimensional array of detectors located in the camera focal plane. As
detector arrays with more pixels are becoming available, framing cameras become more common.
An example of a framing camera is the panchromatic camera used on the two Mars Exploration
Rovers (Spirit and Opportunity) and Curiosity that landed on Mars in January 2004 and August
2014, respectively. Framing cameras have the major advantage that excellent geometric fidelity
can be achieved because the entire image is acquired at once. This comes at the price that the optics
system must typically have excellent response over a wide field of view (FOV).

Scanning systems use a scanning mirror that projects the image of one surface resolution element
on a single detector. To make an image, across-track scanning is used to cover the imaged swath
across the track. In some cases, a limited number of detectors are used so that each scan covers a set
of across-track lines instead of a single one. In this case, the imaging system is known as a whiskb-
room scanner. The platform motion carries the imaged swath along the track. The major disadvan-
tage of such a system is the presence of moving parts and the low detection or dwell time for each
pixel. In addition, images acquired with scanning systems typically have poorer geometric fidelity
than those acquired with framing cameras. Examples of scanning systems are the Landsat instru-
ments such as the MSS and TM, and the ETM+.
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Figure 3.36 Different types of imaging sensor implementations.
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Table 3.3 Comparison of different imaging systems.

Type Advantage Disadvantage
Film framing Large image format Transmission of film
camera High information density Potential image smearing
Cartographic accuracy Wide field of view optics
Electronic framing  Broad spectral range Difficulty in getting large arrays or
camera sensitive surface
Data in digital format Wide field of view optics

Simultaneous sampling of image, good
geometric fidelity

Scanning systems Simple detector Low detector dwell time
Narrow field of view optics Moving parts
Wide sweep capability Difficult to achieve good image,

geometric fidelity
Easy to use with multiple wavelengths
Push broom Long dwell time for each detector Wide field of view optics

lmagers Across track geometric fidelity

Push broom imagers delete the scanning mechanism and use a linear array of detectors to cover
all the pixels in the across-track dimension at the same time. This allows a much longer detector
dwell time on each surface pixel, thus allowing much higher sensitivity and a narrower bandwidth
of observation. Examples of such systems are the SPOT and the ASTER cameras. A push broom
system can be thought of as a framing camera with an image frame that is long in the across-track
direction, and much narrower in the along-track direction. Push broom sensors do not require a
moving scan mirror in order to acquire an image. As a result, these sensors can be expected to
exhibit longer operating life than a scanner. In addition, the fixed geometry afforded by the detector
arrays results in high geometric accuracies in the line direction, which will simplify the image
reconstruction and processing tasks.

The imaging spectrometer goes one step further. It utilizes a spectrometer section to separate
the spectral channels and an area array detector to acquire images simultaneously in a large num-
ber of spectral channels. A narrow strip of the surface, one resolution element wide and a swath
width long, is imaged through a slit followed by a dispersive element that disperses the energy in
the line image into a series of line images of different spectral bands. This dispersed line image is
projected onto a two-dimensional detector array. Each array line will detect the image of one
spectral image line. Figures 3.37 and 3.38 illustrate one possible concept and design of an imaging
spectrometer.

This capability of imaging spectrometry became possible as a result of advances in detector
arrays, optical designs, and data handling technology. This was demonstrated in the 1980s
with the development of the Airborne Imaging Spectrometer (AIS) and the Airborne Visible
Infrared Imaging Spectrometer (AViRiS) at JPL. This was followed by a number of space-
borne instruments for Earth and Planetary missions. Today, imaging spectrometers of varied
capabilities are regularly included in missions for Earth surface mapping and planetary
exploration.
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Figure 3.37 Conceptual sketch of an imaging spectrometer. A narrow strip AB is imaged at a specific instant in
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Figure 3.38 One possible design for the optical system of the imaging spectrometer.

An excellent review of the history, techniques, and applications can be found in Rast and
Painter (2019).

As the remote sensing instrument is carried along the satellite orbit, it typically images a strip on
the surface along the orbit track. The width of this strip is known as the swath imaged by the cam-
era. In the case of a framing camera, the swath may simply be the width of each image frame in the
direction orthogonal to the satellite movement. Successive frames are combined to form an image of
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which the length is limited by onboard storage or data downlink capability. In the case of a scanning
system, the width of the swath is determined by the angle over which the scanning is done. The
width of the swath and the altitude of the camera above the surface determine the FOV of the ima-
ging instrument, usually expressed as the total angular extent over which an image is acquired.
Note that this definition of the FOV means that the instrument FOV may be different than the
FOV of the optics of the telescope. This will be the case when either the instrument uses a scanning
technique for imaging, or when the detector array in the focal plane only covers part of the tele-
scope FOV.

3.6 Description of Some Visible/Infrared Imaging Sensors

The complexity of an imaging sensor is usually directly related to the number of spectral channels,
the number of detector elements, the surface coverage, and the imaging resolution.

Imaging systems focus on spatial content which is needed for features’ identification (e.g., agri-
cultural fields, morphologic structures/patterns, buildings). In the case of imaging spectrometers,
the focus is on extracting accurate spectroscopic information for each imaged pixel element. In
order to achieve accurate spectroscopic measurements, the instrument needs to have a high
SNR, high calibration accuracy, and response uniformity. This imposes specific requirements on
the instrument design such as minimizing the number of optical surfaces. An excellent review
for high-fidelity imaging spectrometer design can be found in a paper by Mouroulis and
Green (2018).

To illustrate the complexity associated with some of the advanced sensors, let us consider the data
rate associated with a 100-channel imager with a 25-m resolution and a 100-km image swath. As a
satellite in earth orbit moves at about 7.5 km/sec, the number of imaged pixels per second is
given by:

100,000 _ 7500

= X — =1.2x10°
" 25 25

and the total number of pixels is:
N =100 channels X n = 1.2 x 10%

Assuming that each pixel brightness is digitized to 8 bits, the total bit rate is then 8 x 1.2 x 10,
which is approximately 1 gigabit per second. This is a challenging data rate to transmit continually
and will stress the capability of present space data transmission systems. In fact, it is often the case
that the capability of spaceborne imaging systems is limited more by the data downlink transmis-
sion rate than by the instrument technology. This problem is particularly challenging in the case of
deep space missions. Thus, some onboard data recording (with later playback) and intelligent data
reduction system is required.

3.6.1 Landsat Enhanced Thematic Mapper Plus (ETM+)

The Landsat ETM+ is a multispectral imaging system of the scanning type. It is flown on the Land-
sat-7 (1999 launch) spacecraft, and its characteristics are summarized in Table 3.4. The sensor is a
derivative of the TM instruments flown on earlier Landsat satellites. The primary changes of the
ETM+ over the TM’s are the addition of a panchromatic band and improved spatial resolution
for the thermal band.
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Table 3.4 Enhanced thematic mapper plus characteristics.

Band number Spectral range (um) Spatial resolution (m) Quantization levels (bits)
1 0.45-0.52 30 8
2 0.53-0.61 30 8
3 0.63-0.69 30 8
4 0.78-0.9 30 8
5 1.55-1.75 30 8
6 10.4-12.5 60 8
7 2.09-2.35 30 8
8 0.52-0.9 15 8

The Landsat-7 spacecraft was put into a 705 km altitude orbit with an inclination of 98.2°. A 185-
km swath is imaged (Fig. 3.39). This allows complete coverage utilizing the 233 orbits in 16 days,
which is the repeat cycle of the orbit. The satellite orbit is sun synchronous at approximately 10 : 00
a.m. local time. The data is transmitted to the ground as two streams of 150 Mbps each for a total
rate of 300 Mbps using an X-band communications link. The primary receiving station is the US
Geological Survey’s (USGS) EROS Data Center (EDC) in Sioux Falls, South Dakota. Images can be
acquired by EDC through real-time downlink, or playback from an onboard, 380 gigabit (100
scenes) solid-state recorder. Since data are split in two streams, one can contain real-time data,
while the other is playing back data from the recorder, or both streams can be used to play back
data from the recorder simultaneously. Images can also be received by a world-wide network of
receiving stations either in real time, or direct downlink at X-band.

The ETM+ optics are similar to that of the older TM, shown in Figure 3.40, and its key parameters
are given in Table 3.5. The bidirectional scan mirror moves the view of the telescope back and forth
across the ground track (Fig. 3.35). The ground track is subdivided into 16 raster lines (32 for the
panchromatic channel), which correspond to an array of 16 along-track detectors per spectral chan-
nel, and 32 for the panchromatic channel. There are six arrays of 16 detectors, each with an optical
filter to define the corresponding spectral band for the visible and near IR. The thermal IR channel
has an eight-element array. Thus, for each scan, 16 across-track lines are mapped in the visible and
near IR, 32 are mapped in the panchromatic band, and eight lines are mapped in the thermal IR.
This corresponds to a strip that has a width of

16 X 30 = 480 m

The satellite moves at a speed of about 7 km/sec. Thus, we require about 7000/480 = 14.6 scans or
a 7.3 Hz back and forth scans per second. The scan mirror assembly consists of a flat mirror sup-
ported by flex pivots on each side, a torquer, a scan angle monitor, 2 leaf spring bumpers, and scan
mirror electronics. The motion of the mirror in each direction is stopped by the bumper, and is
boosted by precision torque pulses during the turnaround period. The scan mirror is constructed
of beryllium with an egg crate internal structure for maximum stiffness and minimum inertia. It has
an elliptical shape and a size of 52 cm x 41 cm.

The telescope is a Ritchey-Chretién design with primary and secondary mirror surfaces of hyper-
bolic figure to provide for simultaneous correction of spherical aberration and coma. An f/6 design
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Figure 3.39 Landsat-D mapping geometry. Source: Blanchard and Weinstein (1980). © 1980, IEEE.

allows a reasonable size detector. With a 40.64 cm aperture, the focal length is 2.438 m. The mirrors
are made from ultra-low expansion (ULE) glass, and have enhanced silver coatings. A
detector of 0.1 mm across gives an IFOV of 42.5 prad, which corresponds to a 30 m spot from
705 km altitude.

A scan line corrector preceding the detectors compensates for the tilt of the array swath due to the
spacecraft motion, so the scan lines will be straight and perpendicular to the ground track.

The prime focal plane is located at the focus of the primary telescope and contains the filters and
silicon detectors of the first four spectral bands. Two mirrors, a folding mirror and a spherical mir-
ror, are used to also relay the image from the primary focal plane to a second focal plane where the
remaining three filters and detectors are located. These detectors require cooling to achieve good
performance. Bands 5 and 7 use indium antimonide (InSb) detectors, and band 6 uses a mercury—
cadmium-telluride (HgCdTe) detector. These detectors are kept at temperatures around 91°K
using radiative cooling.
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Figure 3.40 Thematic mapper optical system. Source: Blanchard and Weinstein (1980). © 1980, IEEE.

3.6.2 Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER)

ASTER, an advanced multispectral imager operating in the push broom configuration, is one of five
instruments that were launched onboard NASA’s Terra spacecraft in December 1999. ASTER is a
cooperative effort between NASA and Japan’s Ministry of Economy Trade and Industry (METI),
formerly known as Ministry of International Trade and Industry (MITT).

The Terra satellite is in a sun-synchronous orbit at an altitude of 705 km at the equator, with a
descending equator crossing time of 10 : 30 a.m. local time. Terra flies in a loose formation with the
Landsat 7 satellite, crossing the equator approximately 30 minutes after the Landsat satellite. The
orbit repeat period is 16 days.

The complete ASTER system actually consists of three telescopes covering a wide spectral region
with 14 bands from the visible to the thermal infrared. The visible and near-infrared system has
three bands with a spatial resolution of 15 m, and an additional backward-looking telescope that
is used for stereo imaging. Each ASTER scene covers an area of 60 X 60 km. The visible and near-
infrared telescopes can be rotated to 24° on either side of the nadir line, providing extensive cross-
track pointing capability. Table 3.6 shows the spectral passbands of the ASTER system. Here we
shall describe the visible and near-infrared system; the others will be discussed in more detail in
subsequent chapters.
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Table 3.5 Significant ETM+ parameters.

Orbit

Scan

Optics

Signal

Sun synchronous

705.3 km altitude

98.9 min period

98.2° inclination

16-day repeat cycle

185-km swath

7.0-Hz rate

85% efficiency

40.6-cm aperture

f/6 at prime focus

42.5 prad, IFOV, bands 1-4
f/3 at relay focus

43.8 prad IFOV, bands 5, 7
170 prad IFOV, band 6
52kHz, 3dB, bands 1-5, 7
13 kHz, 3dB, band 6

1 sample/IFOV

8 bits/sample

84.9 Mbps multiplexed output

Table 3.6 ASTER characteristics.

Subsystem Band no. Spectral range (pm) Spatial resolution (m) Quantization levels (bits)
1 0.52-0.60

VNIR 2 0.63-0.69 15 8
3N 0.78-0.86
3B 0.78-0.86
4 1.60-1.70

SWIR 5 2.145-2.185 30 g
6 2.185-2.225
7 2.235-2.285
8 2.295-2.365
9 2.360-2.430
10 8.125-8.475

TIR 11 8.475-8.825 90 12
12 8.925-9.275
13 10.25-10.95
14 10.95-11.65
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The ASTER visible and near-infrared subsystem consists of two independent telescope assem-
blies, used for stereo imaging, to minimize image distortion in the backward and nadir looking tele-
scopes. The detectors for each of the bands consist of 5000-element silicon charge-coupled detectors
(CCDs). Only 4000 of these detectors are used at any one time for the total image swath width of
60 km. The reason for using only 80% of the available detectors has to do with the stereo imaging
geometry. In this mode, the first image is acquired with the nadir-looking telescope, and the second
with the back-looking telescope. This means that a time lag occurs between the acquisition of the
backward image and the nadir image. During this time, earth rotation displaces the relative image
centers. Based on orbit position information supplied by the Terra platform, the ASTER visible and
near-infrared subsystem automatically extracts the appropriate 4000 pixels from each image to
ensure that the same ground area is covered in each stereo image.

The ASTER visible and near-infrared optical system is a reflecting-refracting improved Schmidt
design. The backward-looking telescope focal plane contains only a single detector array and uses
an interference filter for wavelength discrimination. The focal plane of the nadir telescope contains
3 line arrays and uses a dichroic prism and interference filters for spectral separation allowing all
three bands to view the same area simultaneously. The telescope and detectors are maintained at
296 + 3 K using thermal control and cooling from a cold plate. Onboard calibration of the two tele-
scopes is accomplished using a halogen lamp as a radiation source. These measures ensure that the
absolute radiometric accuracy is +4% or better.

The visible and near-infrared subsystem produces the highest data rate of the three ASTER ima-
ging subsystems. With all four bands operating (3 nadir and 1 backward), the data rate including
image data, supplemental information, and subsystem engineering data is 62 Mbps.

3.6.3 Mars Orbiter Camera (MOC)

The Mars Orbiter Camera (MOC) was launched on the Mars Global Surveyor (MGS) spacecraft in
November 1996, and arrived at Mars after a 300-day journey in September 1997. The initial orbit
insertion of the MGS spacecraft around Mars left the spacecraft (by design) in a highly elliptical
orbit with an orbital period of 44.993 hours and altitudes at periapsis and apoapsis of 262.9 km
and 54 025.9 km, respectively. The periapsis altitude, however, was low enough to put the space-
craft well within the Martian atmosphere. To place the MGS spacecraft in the appropriate nearly
circular and nearly polar orbit for science operations, a technique known as aerobraking was used.
Aerobraking essentially uses the drag in the Martian atmosphere to slow the spacecraft down near
periapsis, which in turn lowers the apoapsis, slowly circularizing the orbit. The final mapping orbit
with altitudes at periapsis and apoapsis of approximately 370 and 435 km, respectively, and a period
of 117 minutes was reached in March 1999.

The MOC is a push broom system that incorporates both wide angle (140°) and narrow angle
(0.4°) optics for producing global coverage (7.5 km/pixel), selective moderate resolution images
(280 m/pixel), and very selective high resolution (1.4 m/pixel) images. The narrow-angle camera
optics is a 35 cm aperture, £/10 Ritchey-Chretién telescope, with a 2048-element CCD detector array
(13 pm detector size) operating with a passband of 0.5 to 0.9 pm with a maximum resolution of 1.4
m per pixel on the surface. At a spacecraft ground track velocity of ~3 km/s, the narrow-angle cam-
era exposure time is approximately 0.44 milliseconds. A 12 MB buffer is used to store images
between acquisition and transmission to earth. This camera system has returned spectacular
images of the Martian surface at data rates that vary between 700 bps and 29 260 (real-time)
bps. The camera system has a mass of 23.6 kg and consumes 6.7 W of power in the standby mode,
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Figure 3.41 The picture shown here was taken by the
Mars Orbiter Camera narrow angle (high resolution)
camera and “colorized” by applying the colors of Mars
obtained by the MOC wide angle cameras. The picture
shows gullies in a crater at 42.4°S, 158.2°W, which
exhibits patches of wintertime frost on the crater wall,
and dark-toned sand dunes on the floor. Source:
Courtesy NASA/IPL.

and 18.7 W when acquiring narrow-angle data. Figure 3.41 shows a narrow-angle MOC image of
gullies and sand dunes in a crater on Mars.

3.6.4 Mars Exploration Rover Panchromatic Camera (Pancam)

The stereo panchromatic cameras used on the two Mars Exploration Rovers, Spirit and Opportu-
nity, are examples of framing cameras. The two rovers arrived at Mars in early 2004 at Gusev Crater
and Meridiani Planum, respectively, to answer the fundamental question of whether there ever was
water present on the surface of Mars.

The Pancam systems are two cameras that combine to form a stereo system. The camera optics for
each “eye” consists of identical 3-element symmetrical lenses with an effective focal length of 38
mm and a focal ratio of /20, yielding an IFOV of 0.28 mrad/pixel and a square FOV of 16.8° X 16.8°
per eye. The optics and filters are protected from direct exposure to the Martian environment by a
sapphire window. A filter wheel is used to capture multispectral images. Each filter wheel has eight
positions with narrowband interference filters covering the 400-1100 nm wavelength region. Two
filter passbands are common between the left and right cameras, and the left camera has one clear
filter. The remaining 13 filter positions (7 on the right camera, and 6 on the left) have different
center wavelengths, allowing spectral measurements at a total of 15 different wavelengths between
the two cameras.

The images are captured using a 1024 X 2048 pixel CCD array detector for each “eye” of the ster-
eoscopic system. The arrays are operated in frame transfer mode, with one 1024 x 1024-pixel region
constituting the active imaging area and the adjacent 1024 X 1024 region serving as a frame transfer
buffer. The individual detectors are 12 pm in both directions. The arrays are capable of exposure
times from 0 msec (to characterize the “readout smear” signal acquired during the ~5 msec required
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Figure 3.42 Data from the Mars Exploration Rover Opportunity’s panoramic camera’s near-infrared, blue,
and green filters were combined to create this approximate, true-color image of the rock outcrop near the
rover’s landing site. Source: Courtesy NASA/JPL.

to transfer the image to the frame transfer buffer) to 30 sec. Analog to digital converters provide a
digital output with 12-bit encoding, and SNR > 200 at all signal levels above 20% of full scale.

Radiometric calibration of both Pancam cameras is performed using a combination of preflight
calibration data and inflight images of a Pancam calibration target carried by each rover. The Pancam
calibration target is placed within unobstructed view of both camera heads and is illuminated by the
Sun between 10 : 00 a.m. and 2 : 00 p.m. local solar time for nominal rover orientations. The calibra-
tion target has three gray regions of variable reflectivity (20, 40, and 60%) and four colored regions
with peak reflectance in the blue, green, red, and near-IR for color calibration.

Figure 3.42 shows a panchromatic image of the site (later named Eagle Crater) where the second
Mars Exploration Rover Opportunity landed on January 23, 2004. The layered rocks visible in this
panoramic image measure only 10 cm tall. Further detailed investigation of these rocks by Oppor-
tunity’s suite of scientific instruments located on its robotic arm showed fine layers that are trun-
cated, discordant, and at angles to each other, indicating that the sediments that formed the rocks
were laid down in flowing water.

3.6.5 Cassini Imaging Instrument

The Cassini spacecraft was launched in October 1997, arrived at Saturn on July 1, 2004, and spent
13 years exploring the Saturnian system using a comprehensive set of scientific instruments. One of
the key instruments was a highly capable imaging system consisting of two framing cameras: a nar-
row angle camera (NAC) with a 0.35° FOV and a wide angle camera (WAC) with a 3.5° FOV. Both
cameras used a 1024 X 1024 CCD array and a set of two filter wheels. Figure 3.43 show examples of
the images acquired with this instrument. An excellent and comprehensive review of the

Figure 3.43 Images of Saturn acquired with Cassini camera. Source: Courtesy NASA/JPL.
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instrument and associated scientific objectives is given by Porco et al. (2004). The scientific focus of
the instrument was to use multispectral imaging to understand the relationship between the com-
position, geology, and surface processes, both endogenic and exogenic, of the Saturnian satellite,
atmosphere and rings (composition, morphology, and dynamics). The NAC used an {/10.5
Ritchey-Chretién telescope with a 2 m focal length. The WAC used an f/3.5 color-corrected refrac-
tor with a 0.2 m focal length. Figure 3.44 shows diagrams of the various components of these two
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cameras. Each camera had a set of two filter wheels. The NAC wheels had 12 spectral filters each
with a spectral range of 0.2-1.1 p. The WAC wheels had 9 filters each covering the spectral range
from 0.38 to 1.1 p, limited at the lower end by the refactor design. In both cameras, the images are
acquired through two filters, one on each wheel allowing in line combinations of filters for flexi-
bility in choice of band passes and polarizers. The two wheels are controlled independently and can
be rotated forward or backward at fairly fast rate (two to three positions per second).

3.6.6 Juno Imaging System

The Juno mission camera (JCM) is a four filter (1 infrared, 3 visible) camera with a FOV of 58°. It is
fixed to the body of the spinning s/c, so it sweeps the planet as the spacecraft rotates. Even though it
was not one of the core mission scientific payload (its main purpose was public science and out-
reach), it provided stunning images (down to 3 km resolution) of the Jovian atmosphere and its
dynamic (Figures 3.45 and 3.46). It is a push broom imager using the s/c rotation to sweep the
planet. For more details, see Hansen et al. (2017). The Juno s/c was launched in 2011 and entered
into a highly elliptical Jovian orbit in 2016.

3.6.7 Europa Imaging System

The Europa Imaging System (EIS) is part of the Europa Clipper Mission (mid-20s launch) that will
orbit Jupiter and conduct at least 40 flybys of Europa, some as close as 25 km. The EIS consists of a
NAC and WAC. The NAC has a 2.3° X 1.2° FOV, with a 10 mrad instantaneous FOV to achieve
resolution down to 0.5 m. It is mounted on a 2-axis gimbal that will allow pointing and acquisition
of stereo images for generation of digital topographic models (DTMs).

Figure 3.45 Image of Jupiter acquired with the Juno camera. Source: Courtesy NASA/JPL.
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Figure 3.46 Image of Jupiter acquired with the Juno camera. Source: Courtesy NASA/JPL.

The WAC has a wide FOV of 24° x 48° with a 0.2 mrad IFOV. Stereo images can be acquired in a
push broom mode along flyby ground tracks. The surface image resolution can be as good as 11 m
per pixel. Both cameras use radiation hardened 2k x4 k CMOS detectors which can operate in a
framing and push broom modes. Color images can be acquired in the push broom mode using six
broadband filters on a substrate in front of the detector. Enhancement of the SNR can be achieved
by integration. A comprehensive review of the EIS and its scientific objectives is given by Turtle
et al. (2016, 2017).

3.6.8 Cassini Visual and Infrared Mapping Spectrometer (VIMS)

Since the late 1980s, a number of mapping and imaging spectrometers have been flown or are under
development for flight on space missions. A partial list includes the Hyperion imaging spectrometer
launched as a technology demo in 2000 (Pearlman et al., 2003), the ESA compact high-resolution
imaging spectrometer in 2001 (Cutter et al., 1999), OMEGA imaging spectrometer on Mars Express
in 2002 (Bibring et al., 2005), MERIS imaging spectrometer on Envisat in 2002 (Rast et al., 1999),
and Compact Reconnaissance Imaging Spectrometer for Mars (CRISM) in 2000 (Murchie et al.,
2007). Here we will briefly describe the Visual and Infrared Mapping Spectrometer (VIMS)
launched on Cassini (Brown et al., 2004). In Section 3.6.9 we describe the NASA Moon Mineral
Mapper (M3) (Green et al. 2011) launched in 2008 on the first Indian mission to the Moon, Chan-
drayaan-1.

VIMS (see Brown et al., 2004 for a comprehensive description) is an imaging spectrometer with a
spectral range from 0.3 to 5.1 p. The visible (VIS) part of the instrument covers the 0.3-1.05 p spec-
tral range with a spectral resolution of 7.3 nm and spatial resolution of 500 prad after summing on-
chip of pixels (five spectral, three spatial). The total FOV is 2.4° X 2.4°. The primary mirror is
scanned across the target in the down track direction (push broom). The dispersive element is a
halographic recorded convex diffraction grating with rectangular profile groves. To enhance the
grating efficiency, two groves depth (0.3 and 0.44 pm) were used on different parts of the grating.
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The focal plane is a 512 x 512 frame-transfer, front-side-illuminated CCD. Half of the detectors
were used for the frame transfer. To improve CCD responsivity in the UV region of the spectrum,
a lumigen coating was deposited on the sensitive surface for the 0.3-0.49 p region.

The IR part of the instrument is a 23 cm diameter Ritchey-Chretién telescope. The secondary mir-
ror scans in two orthogonal directions resulting in the scanning of a 64 X 64 mrad scene across a
0.2 X 0.4 mm entrance slit, coupled to a grating spectrometer. The dispersed light is imaged on a
256-element linear array of In Sb detectors.

The VIMS objectives were to investigate the chemical and dynamic process in the atmospheres of
Saturn and Titan by obtaining three-dimensional views of atmospheric thermal, aerosol, and chem-
ical structures. It also allowed observation of Titan surface through atmospheric infrared windows,
as well as the surface of the icy satellites and the rings.

3.6.9 Chandrayaan Imaging Spectrometer M3

The Moon Mineralogy Mapper (M3) was launched on the Indian lunar orbiter Chandrayaan-1 in
2008. It is an imaging spectrometer covering the spectral region from 0.43 to 3 p with 10 nm spectral
resolution and had an FOV of 24° and 0.7 mrad spatial sampling. Its objective was to characterize
and map the lunar surface composition in the context of its geologic evolution at a spatial resolution
of 70 m. A comprehensive review is given by Green et al. 2011.

The M3 instrument used an-all reflective Offner design with a single spectrometer (see
Figure 3.46). The incoming light is reflected from a fold mirror to a compact three mirror anas-
tigmat telescope. Light passed from the telescope is imaged on a uniform open slit. Light paned
by the slit illuminates a spectrometer mirror where it is reflected to a diffraction grating. The
dispersed light is reflected for the second time by the spectrometer mirror and selectively trans-
mitted by the order sorting filter and focused on a 640 x 480 Hg Cd Te area array detector with
27 pm pitch.

3.6.10 Sentinel Multispectral Imager

A 12 band (0.44-2.19 p) push broom multispectral imager is part of the ESA sentinel 2 mission. It is
an enhancement on the Landsat and SPOT instruments with a spatial resolution of 10-60 m over a
swath of 290 km. The telescope is a three-mirror anastigmatic design with silicon carbide mirrors.
A detailed description of the Sentinal 2 mission can be found in SP-1322/2 (2012) on the ESA
website.

3.6.11 Airborne Visible-Infrared Imaging Spectrometer (AVIRIS)

The AVIRIS instrument is considered one of the most successful imaging spectrometers. It has been
in continuous use since 1987 with a stream of upgrades to keep it at the state of the art. It has been
one of the most utilized instruments by the science and user community to mature the field of ima-
ging spectroscopy.

AVIRIS covers the spectral range of 0.38-2.5 p with spectral sampling of 10 nm, spatial sampling
of 1 mrad, and angular swath of 34°. It basically generates a stack of images (see Fig. 3.47) and for
each image pixel, a spectrum can be derived to analyze that pixel. It uses a raster scan configuration
with four separate spectrometers each covering a portion of the full spectral range.
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Figure 3.47 Chandrayaan imaging spectrometer. Source: Green et al. (2011). © 2011, John Wiley & Sons.

3.7 Active Sensors

With the advances of laser power and efficiency, laser sources could be used to illuminate the sur-
face and remotely sense its properties. Laser sources have two characteristics which give them
unique aspects: (1) the transmitted energy can be pulsed and (2) the transmitted energy has a nar-
row well-known spectral bandwidth.

A pulsed laser sensor can be used to measure surface topography from orbital altitude. An exam-
ple of such a system is the Mars Orbiter Laser Altimeter (MOLA) instrument, launched on the Mars
Global Surveyor satellite in November 1996. The transmitter is a Q-switched Nd:YAG laser operat-
ing at a wavelength of 1064 nm. Pulses with an energy of 48 mJ/pulse are transmitted at a 10 Hz
rate, and illuminates a spot of approximately 130 m on the surface of Mars. The receiver has a
50 cm mirror and a silicon-avalanche photodiode is used as the detector. The system has a range
resolution of 37.5 cm, and a vertical accuracy (shot-to-shot) of 37.5 cm. The absolute vertical accu-
racy is better than 10 m, limited primarily by the accuracy with which the MGS orbit can be recon-
structed. Elevation measurements are made at intervals of 330 m along the spacecraft track. The
instrument mass is 25.85 kg, the power consumption is 34.2' W, and it produces a continuous data
rate of 618 bps.

The MOLA instrument only measures profiles of elevation directly underneath the MGS satellite.
An extension of this system would scan the laser beam across track to acquire surface topography
over a wide swath (see Fig. 3.48). This technique is now used routinely from aircraft by several com-
mercial firms worldwide to perform high-accuracy three-dimensional mapping. Depending on the
laser altimeter used and the altitude of operation of the aircraft, ground spot sizes as small as of 20
cm, with elevation accuracies of a few centimeters can be achieved. Typical swath widths range
from as small as 50 m to about 10 km, depending on the spot sizes used in the mapping. If the laser
altimeter is able to measure the intensity of the returning laser pulse in addition to its round-trip
time-of-flight, an image of the surface reflectance at the laser wavelength may be generated. In addi-
tion, the narrow spectral spread of a laser source allows the use of the fluorescence technique to
identify certain surface materials.
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Figure 3.48 Sketch illustrating the principle of a scanning laser altimeter.

For high-accuracy, earth surface topography measurement, laser altimeters are used in the Icesat
missions. The Icesat2 (Ice, Cloud, and Land Elevation Satellite 2) was launched in September 2018.
Its key objective is to measure the ice sheet elevation, sea ice thickness, land topography, and veg-
etation characteristics. This is achieved by using a lidar system called ATLAS (Advanced Topo-
graphic Laser Altimeter System) operating at 0.523 p (bright green). It has six beams in three
pairs, with the footprints of the pairs 3.3 km apart to get more ground coverage and better deter-
mine the ground slope. It takes elevation measurements every 70cm along the satellite’s
ground path.

The laser fires at a rate of 10 kHz. Each pulse consists of about 20 trillion photons. After prop-
agation to the surface, reflection from the surface, and propagation to the satellite, about a dozen
photons are collected by an 80 cm beryllium telescope. The returned photons are focused on six
fiber-optic cables in the focal plane, corresponding to the six laser beams. The fibers lead to filters
centered at 0.532 p to eliminate naturally reflected sunlight. The filtered photons are then detected
and trigger a timer that allows the measurement of the time between the transmitted pulse and the
received echo, thus allowing a very accurate range measurement between the satellite and the
reflecting surface. An excellent review for the utilization and applications in Earth observation
of Spaceborne lasers is given by Simard et al. 2011, for mapping forest canopy height, and in Smith
et al. 2020, for mapping ice sheet loss in Greenland and Antarctica over the period of 2003-2019.

3.8 Surface Sensing at Very Short Wavelengths

All radiation at wavelengths shorter than 0.35 pm is strongly absorbed in planetary atmospheres.
Thus, this spectral region can be used for surface sensing only in the case of planets without atmos-
phere (Moon, Mercury, and asteroids) or, in the case of Earth, from low-flying aircraft.

One of the most useful sensing techniques is y-ray spectroscopy, which provides a spectral meas-
urement of the particles emitted by a number of radioactive geologic materials. The spectral or
energy unit commonly used in this region is the electron volt (1 eV = 1.610™"° J). Spectral lines
of y-ray emission are usually at many MeV, which correspond to wavelengths of a hundred to a
thousand angstroms.
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3.8.1 Radiation Sources

In the case of the Earth, the main natural sources of y radiation are uranium (U), thorium (Th), and
potassium-40 (*°K).

The radioisotopes of uranium found in nature (***U which constitutes 99.3% of natural uranium
and ***U which constitutes 0.7% of natural uranium) are long-lived a emitters and parents of radi-
oactive decay chains. Some of the daughter products with their corresponding energies are given in
Table 3.7.

Other major sources of y-rays in the Earth surface are (1) thorium (***Th), which is a long-lived
(1.38 % 10*° years half-life) a emitter and is parent of a radioactive decay chain which contains,
among others, ***Ra, 2'°Po, 2'°Pb, and *°*Tl, and (2) potassium-40 (*°K), which is widespread.

3.8.2 Detection

Gamma-rays are absorbed or scattered by matter with partial or total loss of energy by photoelectric
effect, Compton effect, and pair production (see Fig. 3.49). The ejected electrons dissipate their
energy by ionization of surrounding atoms. Two methods are generally used to measure the amount
of ionization: (1) measurement of the light emitted and (2) collection of the created charges.

If the detector absorbing material is optically transparent to the light released by ionization, then
a burst of light will accompany each y-ray interaction. This property is exhibited by a number of
plastics, halides, organic liquids, and phosphors. Photodetectors are then used to detect the emitted
light. One phosphor commonly used is the inorganic crystal of thallium-activated sodium iodide
Nal (TI). It has the important property of being able to absorb all of the incident y-radiation, even
the highest energy rays, due to its high density of 3.67 g/cm®. The spectral resolution of this type of
detector is limited by the number of light photons released by the ionizing electrons created by y-ray
interactions. The resolution is proportional to the square root of the number of photons released.

Table 3.7 Daughter products of 238U.

Symbol Half-life Radiation type Energy (MeV)
B8y 4.5 10°yr a 4.18,4.13
Z4Th 24.5 days p 0.19, 0.1
y 0.09, 0.06, 0.03
4pa 1.1 min p 2.31, 1.45, 0.55
y 1.01, 0.77, 0.04
B4y 2.5x 10%yr a 4.77, 4.72
y 0.05
#0Th 8.3 x 10%yr a 4.68, 4.62
225Ra 1620 yr a 4.78, 4.59
y 0.19
214Bj 19.7 min p 3.18, and many others
y 2.43, 2.2, and many others

Note: a (alpha) particles are positively charged, f (beta) particles are negatively charged, y (gamma) particles have no
charge.
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Figure 3.49 Interaction of y-rays with matter.

Semiconductor detectors have a higher spectral resolution capability. They measure the charge
created by ionization within the detector. The resolution in this type of detector is mainly limited by
the electronic noise and is somewhat independent of the photon energy.

3.9 Image Data Analysis

Multispectral remote sensing imagers provide a series of spatial images recorded at a number of
different spectral passbands. Each of these images consists of a two-dimensional array of picture
elements, or pixels; the brightness of each pixel corresponds to the average surface reflectivity
for the corresponding surface element. The images from such a multispectral imager can be thought
of as a data cube in which horizontal slices represent spatial images for a particular passband, and
vertical columns represent the spectral signature of a particular surface picture element (see
Fig. 3.47).

The spectral signature is the most diagnostic tool in remotely identifying the composition of a
surface unit. A trade-off generally exists between the spectral resolution, spectral coverage, radio-
metric accuracy, and identification accuracy. In the case of hyperspectral imagers, the spectral sig-
nature corresponds to high-resolution (spectrally) radiometric measurements over a fairly broad
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region of the spectrum. In this case, surface units can be separated, classified, and identified based
upon some unique characteristic in their reflectivity spectrum, such as a diagnostic absorption band
or combination of absorption bands, a diagnostic reflectivity change at a certain wavelength, or
ratio of reflectivities in two separate spectral regions. Because hyperspectral imagers record a large
number of spectral measurements for every pixel in the image, these instruments produce large
data volumes. As an example, a 256-channel image of 5m pixels and an image size of 1024 X
1024 pixels (covering an area of 5.1 km X 5.1 km) would require storage of about 2 Gbits, assuming
8 bits per pixel are recorded. At a nominal speed of 7.5 km/sec, a satellite will have to record these
data every approximately 0.75 seconds, for an approximate data rate of 2.7 Gbits/sec. For this rea-
son, some visible and near-infrared imagers record significantly fewer channels than this or include
onboard processing. The challenge then is to extract the useful information from relatively few,
appropriately selected spectral measurements or by developing appropriate processing algorithms.

Various different analysis techniques are used to extract qualitative and quantitative information
about the surface from the recorded images. The analysis of radiometric and spectral signatures in
surface studies can generally be divided into three steps of increasing complexity: (1) detection and
delineation, (2) classification, and (3) identification. We shall describe these in more detail in the
next few sections using data acquired by the ASTER instrument (see Section 3.6.2 for a description)
over the Cuprite Mining District located in Nevada. This area has been used extensively as a testing
and verification site for remote sensing instruments. Hydrothermal alteration of Cambrian sedi-
mentary rocks and Cenozoic volcanic rocks by acid-sulfate solutions took place during the Miocene.
This occurred at shallow depths, producing silicified rocks containing quartz and minor amounts of
alunite and kaolinite; opalized rocks containing opal, alunite, and kaolinite; and argillized rocks
containing kaolinite and hematite. These units are readily mappable using remote sensing instru-
ments, as we shall show later.

Figure 3.50 shows the nine visible and near-infrared channels of an ASTER image of the Cuprite
area. The area shown is a subset of a larger image, and covers approximately 15 km X 15 km. The
bright feature near the middle of the image is Stonewall Playa. The road that cuts through the image
from the upper left to middle bottom is highway 95. Note how similar the individual images are. We
shall now analyze this image in more detail in the next few sections, illustrating the most commonly
used data analysis techniques.

3.9.1 Detection and Delineation

The first step in the analysis of surface polychromatic or multispectral images is to recognize and
delineate areas with different reflectivity characteristics. This can be done manually or with com-
puters by simply delineating areas with image brightness within a certain range of values. Concep-
tually, this means that the data space is divided into a number of subspaces, and all pixels in the
image that have brightness values that fall in a particular subspace are assumed to have similar
characteristics. In general, change in brightness is associated with changes in surface chemical
composition, biological cover, or physical properties (roughness, slope, etc.). Unfortunately, change
in brightness can also result from changes in the illumination geometry or atmospheric conditions.
If this is not taken into consideration during the data analysis, areas may be misclassified. An obvi-
ous example would be where areas in the shadow of a cloud would be misclassified as low reflec-
tivity areas. Slopes facing the sun will in general appear brighter than those facing away from the
sun, even if the two areas have in fact identical characteristics.

The simplest form of image analysis is a simple photo-interpretation of an image. Usually color
images are used, displaying three spectral images as the red, green, and blue (RGB) components of
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Figure 3.50 Individual spectral channel images for the nine visible and near-infrared channels of the
ASTER instrument. The channels progress from left to right and from top to bottom in increasing wavelength,
with channel 1 in the upper left, and channel nine in the lower right. The images cover an area of roughly
15 km x 15 km of an area near Cuprite, Nevada.

the color image, respectively. Surfaces with similar colors and brightness are delineated. The main
difficulty is to decide which spectral images to use in the color composite, and which spectral band
to assign to each color. Even in the case of the Landsat ETM+ images, where six channels are avail-
able (counting all the channels with 30 m resolution), this leads to 120 possible combinations. Expe-
rience has shown, however, that not all these combinations are that useful, and therefore, only a
few combinations are commonly used. For example, geologic interpretation in semiarid areas is
typically done using bands 1-4-7 of the TM (or ETM+) instrument as blue, green, and red displays.
Sometimes TM bands 2-4-7 (ASTER bands 1-3-6) are used to reduce the effects of atmospheric scat-
tering, which is more severe in the shorter wavelength TM band 1. Atmospheric scattering is par-
ticularly troublesome in humid, tropical areas, where the usefulness of the shorter wavelength

101



102

3 Solid Surfaces Sensing in the Visible and Near Infrared

Figure 3.51 Two color combination displays for the Cuprite scene shown in Figure 3.50. On the left are
ASTER channels 1, 2,and 3 displayed as blue, green, and red, respectively, giving a pseudo natural color image.
On the right are channels 1, 3, and 6 displayed as blue, green, and red.

bands is reduced dramatically. In these situations, the optimum combination for geologic interpre-
tation is to display bands 4-5-7 as blue, green, and red, respectively.

Figure 3.51 shows two ASTER color combinations of the Cuprite scene, bands 1-2-3 (the three
visible channels displayed as blue, green, and red) on the left, and bands 1-3-6 (roughly equivalent
to TM bands 2-4-7) on the right. Because of the high correlation between the reflectances in the
individual bands, especially in the visible part of the spectrum, there is little color information
in the image on the left. The image on the right shows more details in the colors, and differentiates
well between the opalized rocks with kaolinite and/or alunite (shown in cyan) and the unaltered
volcanics, which are shown in the reddish colors.

Several techniques are used to increase the separation of surfaces in correlated images. One such
technique transforms the image from the RGB representation of color to the intensity, hue, and
saturation (IHS) representation. (Most image analysis software packages include this capability.)
The color information is contained in the hue of the transform, and the purity of the color is con-
tained in the saturation. After transformation, the saturation image layer is then stretched to
increase the color separation. The modified image layers are then transformed back to the RGB
representation for display. Figure 3.52 shows the same two images as Figure 3.51 after enhancing
the colors using the IHS transform. Note the dramatic increase in color separation between the two
sets of images. Note in particular the area to the left of the road that runs from the top left to the
center bottom. This area, shown in gold tones on the left image, and light green tones in the right
image, is not easily distinguished in either of the original images in Figure 3.51. We shall show
below that this area contains higher concentrations of alunite and kaolinite.

In addition to increasing color separation, this color transformation is often used to enhance
images in the following way. One would start with a medium resolution multispectral image
and transform three image layers the RGB representation to the IHS representation. After stretch-
ing the hue and possibly the saturation channels, the intensity channel is replaced with a higher
resolution image, such as the panchromatic band of a SPOT image that has been registered with the
original data. The new IHS layers are then transformed back to the RGB representation. The
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Figure 3.52 The same images shown in Figure 3.51 after performing a color stretch using the IHS transform.
Note the dramatic increase in color separation evident in both images.

resulting color image appears to have much higher resolution than the original one because of the
enhanced resolution of the intensity layer. Sometimes an image from a completely different type of
sensor, such as an imaging radar, may be used as the new intensity layer. Since radar images typ-
ically provide excellent separation of surfaces with different geometrical properties such as rough-
ness, this combination better delineates surfaces based on both spectral information (contained in
the color of the image) and geometrical properties contained in the intensity of the image.

The RGB/IHS transformation uses three channels of data as input. As the number of data chan-
nels increase, the potential number of color combinations increase rapidly. As an example, a 6-
channel system has 120 potential color combinations, while a 200-channel system would have 7
880400 such three-band combinations! A more powerful method of data analysis, known as prin-
cipal components analysis, offers one solution to the problem of which channels to use in the color
display. Mathematically, principal component analysis simply transforms an n-dimensional dataset
into its eigenvectors. If the original data are real numbers, all eigenvectors are orthogonal. The
eigenvector image corresponding to the largest eigenvalue, usually called the first principal com-
ponent (PC1), is the image with the largest variation in brightness, while the PCN image, corre-
sponding to the smallest eigenvalue, contains the least variation. For most scenes, the first three
principal components will account for more than 95% of the variation in the data. Figure 3.53 shows
the nine principal component images for the Cuprite scene. The PC1 image contains 91% of the
variation in the data. The next three principal components contain another 8.6% of the variation,
with the remaining 0.4% of the variation contained in the last five principal components. The last
three principal component images are quite noisy. All the images have been stretched to show the
same dynamic range for display.

In practice, it is found that the first eigenvector spectrum typically is closely related to the average
scene radiance, which is the incoming solar radiance convolved with the average scene reflectance
and the atmospheric attenuation. The PC1 image is typically dominated by topographic effects,
strongly highlighting slopes, and shadows as seen in the upper left image of Figure 3.53. For this
reason, the PC1 layer is not commonly used in the further analysis of the data. It is more common to
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Figure 3.53 Principal component images for the 9 visible and near-infrared channels of Cuprite scene.
The principal components progress from Left to right and from top to bottom, with PC1 in the upper left and PC9
in the lower right.

use the next three principal component images, corresponding to PC2, PC3, and PC4 in a color
analysis of the image. Figure 3.54 shows the color image displaying these three principal compo-
nents as the blue, green, and red channels, respectively. This image shows very little variation in
brightness, showing that little information about the absolute albedo remains. Spectral differences,
as manifested in the optimum stretch of the colors, are highlighted excellently. Notice how well the
alteration zone to the left of the road is identified in this image as compared to the original visible
color composite shown on the left in Figure 3.51.

In some cases, principal component analysis is performed separately on subsets of the total num-
ber of bands. For example, one might elect to perform the analysis separately on the visible chan-
nels of an ASTER image, and then again separately on the near-infrared channels. In this way, it
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Figure 3.54 The principal components PC2, PC3, and PC4 are displayed as blue, green, and red, respectively,
in this color combination of the Cuprite scene. Notice the excellent color separation compared to Figures 3.51
and 3.52.

may be possible to extract optimally the difference in reflectance properties of each subset of the
spectrum. One drawback of principal component-based display techniques is that spectral features
that occur in only a small number of pixels will be lost in the averaging process, and will therefore
not be visible in the final product.

In the case of multispectral images, the delineation process should take albedo variation in any
one of the spectral channels into consideration. In many situations, more accurate delineation of
surface units can be achieved by using ratios of reflectivity in two different spectral bands. This
would allow the minimization of nonrelevant effects such as slope changes. To illustrate, let us
assume that the reflectivity of a certain surface unit as a function of wavelength 4 and incidence
angle 0 is given by

R(2,0) = g(4) f(0) (3.29)

where g(1) denotes the “pure” spectral response of the surface and f{#) denotes the modification of
the response by the imaging geometry. If we consider two neighboring areas A and B of identical
composition but having different slope aspects, then their reflectivity will be different at each and
every spectral band. However, if we consider the ratio r at two separate bands,

oo R, 0) _ glh)
R(12,0)  g(k)

the effect of the slope change is eliminated and only the change in the composition is delineated.

Ratio images are also used to highlight specific spectral differences. For example, if a particular
surface has a spectral signature that shows high reflectance at 4;, and low reflectance at 4,, the ratio
image will enhance this difference and delineate these surfaces more clearly. Clay minerals, for

(3.30)
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Figure 3.55 Spectra of some minerals commonly associated with hydrothermal alteration, resampled to the
ASTER visible and near-infrared passbands. Also shown are the ASTER passbands in the bottom of the figure.

example, show relatively strong absorption in band 7 of TM images (due to the absorption by the
hydroxyl group at 2.2-2.3 pm—see Figure 3.11), and little absorption in band 5. The ratio image of
bands 5/7 is therefore commonly used to delineate clays that are typically associated with hydro-
thermal alteration. Similarly, TM band ratios 3/1 or 5/4 are commonly used to delineate the pres-
ence of iron oxide. Another example would be the strong reflectance shown by vegetation in the
near infrared, compared to the low reflectance in the red part of the visible spectrum, which would
lead to large values in a TM band 4/2.

Figure 3.55 shows the spectra of some minerals commonly associated with hydrothermal alter-
ation, resampled to show the expected spectra for the ASTER visible and near-infrared passbands.
Also shown are the ASTER passbands in the bottom of the figure. Most of the clays show strong
absorption in band 6 at the fundamental wavelength of the Al-OH bending mode. These same
minerals show little absorption in ASTER band 4, however. An ASTER band 4/7 ratio image would
therefore be expected to highlight the presence of these minerals. The iron oxide minerals in
Figure 3.55 show strong spectral ratios when comparing ASTER bands 4/3 or 3/1. Figure 3.56 shows
a color image of these three ratios displayed as red (4/7), green (3/1), and blue (4/3). The alteration
zones, especially the one to the right of highway 95, are highlighted well in this image.

Ratio images have the advantage that slope and illumination effects are reduced significantly. On
the other hand, they have the disadvantage that noise and instrument artifacts in the images are
typically amplified. In addition, those surfaces that have spectral features that are similar in the
different bands, i.e., for which the spectral features are correlated, will show little variation in
the ratio images.
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Figure 3.56 Spectral ratio image of the Cuprite scene. The ratios are 4/7 (red), 3/1 (green), and 4/3 (blue).

3.9.2 C(Classification

The next step after delineation is to classify units based on a set of criteria. Classifications extend not
only to individual images, but also to a number of images taken at different times of the same area
or of different areas.

Classification of images involves using a set of rules to decide whether different pixels in an image
have similar characteristics. These rules in effect divide the total data space into subsets separated
by so-called decision boundaries. All pixels that fall within a volume surrounded by such decision
boundaries are then labeled as belonging to a single class. The classification criteria range from the
most simple, such as all areas with identical reflectivity in a certain spectral band being put into the
same class, to more sophisticated criteria, such as comparing the measured spectra over a large
wavelength range. Some intermediate criteria include albedo (simple and composite), specific spec-
tral absorption bands, spectral response slope in specific spectral regions, or the presence of specific
spectral features.

Two major approaches are used in classifying images: supervised and unsupervised classifica-
tions. In the case of supervised classification, a user will specify so-called feature vectors to be used
in the comparison process. These vectors can be thought of as defining the centroids of the decision
volumes that are separated by the decision boundaries. These feature vectors can be extracted from
the image to be classified, or could come from a library of spectral signatures either measured in the
laboratory or in the field. In the case of unsupervised classification, the computer is allowed to find
the feature vectors without help from an image analyst. In the simplest form, known as the K-means
algorithm, K feature vectors are typically selected at random from the data space.

Once the feature vectors are identified, classification rules are used to assign pixels in the image to
one of the feature vectors. Many different classification rules are used ranging from the simple near-
est neighbor distance classifier, to neural network schemes, to sophisticated schemes that take
into account the expected statistical distributions of the data. To apply these rules during the
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Figure 3.57 Results of an unsupervised classification of the Cuprite scene. The classification was initialized
using randomly chosen features, and then iterated. The number of classes was arbitrarily set to six.

classification process, a so-called distance measure is typically defined. The nearest neighbor
scheme, for example, simply calculates the Euclidian distance between a pixel and each of the fea-
ture vectors as if each spectral measurement represents an orthogonal axis in the data space. In
other cases, the distance definition includes some measure of the probability that a pixel may be
similar to a particular feature vector. During the classification process, the distance between a pixel
and each of the feature vectors is computed. The pixel is then labeled the same as the feature vector
for which this distance is the smallest. If this smallest distance is larger than some threshold spe-
cified by the analyst, the pixel will not be classified.

Figure 3.57 shows the results of an unsupervised classification of the Cuprite scene. The classi-
fication was arbitrarily asked to produce six classes, and the initial feature vectors were selected
randomly from the data space. The classification was then performed iteratively, updating the fea-
ture centroids after each iteration, until fewer than 0.01% of the pixels were changing between itera-
tions. We note that the two classes colored dark blue and green are found mostly in the altered
zones, especially the one to the right of highway 95. All we know at this point is that we found
six stable “classes” of terrain from the data itself. To attach any significance to the classes, we need
to compare the spectra of the feature centroids to some library of spectra. These could be either
laboratory spectra, or spectra measured in the field. Since it is unlikely that such large areas will
be covered with a homogeneous layer of a single mineral type, field spectra may be more useful at
this stage. Nevertheless, the spectra of the classes colored dark blue and Figure 3.57 show large band
4/5 ratios, consistent with the spectra of the alteration minerals shown in Figure 3.55.

The results of any classification depend strongly on the selection of the feature vectors. In select-
ing these in the case of supervised classification, the analyst may be guided by the results of previous
analysis such as those described in the previous section. For example, feature vectors could be
selected based on unusual spectral ratios observed in a ratio analysis. Or, they may be selected based
on specific colors found in a principal component analysis. Finally, the analyst may have some field
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experience with the scene, and may be picking feature vectors based on known characteristics of
certain areas in the scene.

We used the principal component image in Figure 3.54 as a guide to select areas to use as the
classification feature vectors in a supervised classification. We selected three areas from the image
corresponding to the pink and dark blue tones in the alteration zones, and the green alluvial areas
near the top of the image, which represent the unaltered terrain. We added to these areas a feature
selected from one of the areas from the green class in the alteration zone to the right of highway
95 from the unsupervised classification. The classification result is shown in Figure 3.58. The alter-
ation zones are clearly highlighted in this result.

In the classification schemes discussed above, it was assumed that each pixel would be assigned to
only one feature vector class. In reality, pixels represent areas on the ground that are rarely homog-
enously covered with only one type of surface. Instead, these surfaces are typically a mixture of
different surface covers, each with a different spectral response. The spectral signature measured
by the remote sensing instrument is made up of the weighted sum of the individual surface element
spectra, where the weights in the summation depend on the relative abundance of that type of cover
in the area represented by the pixel. Sub-pixel classification schemes attempt to identify these rel-
ative abundances for each pixel. The fundamental assumption for the sub-pixel classification
scheme is that the measured spectrum S;yqiz) is @ linear mixture of individual spectra:

N
Stolal(l) = Zaisei(l) +n (3.31)
i=1

where a; represents the relative fraction of the measured spectrum contributed by the endmember
spectrum S,;(4) and n denotes additive noise. Under the assumption that we have identified an

T

Figure 3.58 Results of a supervised classification of the Cuprite scene. The classification was initialized using
features selected from a combination of the principal component results shown in Figure 3.54, and the
unsupervised classification results in Figure 3.57. The number of classes was limited to four.
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exhaustive set of endmember spectra to choose from, and that all fractions must be positive,
Equation (3.31) is constrained by

N
Zai =1 >0 (3.32)
i=1

If we describe the measured and endmember spectra as M-dimensional vectors, where M is the
number of spectral channels, we can rewrite (3.31) as

S=EA+N (3.33)

The endmember matrix is an M X N matrix, with each of the N columns representing one end-
member spectrum, and is the same for the entire image. Usually, the number of spectral channels is
larger than the number of endmember spectra. In that case, the unmixing solution is found as

A=(E"E)'E"-S (3.34)

Linear unmixing for large dimensional datasets is computationally expensive. The matrix multi-
plications shown in (3.34) must be performed for each pixel. On the other hand, linear unmixing
provides more quantitative information than a simple classification.

Identifying the endmember spectra to use in the analysis is a major challenge, since the results are
strongly influenced by the choice of the endmember spectra. As in the case of simple classification,
several techniques are used to select these. One could use laboratory or field spectra. In that case,
the remote sensing dataset must be calibrated. If the analyst has some prior knowledge about the
scene, endmember spectra could be selected from the scene itself. Alternatively, multidimensional
scatter plots could be used to identify the extreme values in the multidimensional histogram of the
spectra in the image. Since all the pixels in the image fall within the volume enclosed by these
extreme endpoints, they form an exhaustive set of endmembers.

As an illustration, we used the four features used in the supervised classification shown in
Figure 3.58 as our “endmembers” and performed an unmixing of the Cuprite scene. There is no
guarantee that these spectra are indeed endmembers in this image, so care should be taken when
interpreting the results, as negative abundances may result. The results are shown in Figure 3.59,
where we display only the abundances associated with the three spectra selected from the alteration
zone. The color assignment is the same as that used in Figure 3.58. As expected, the features that
were originally selected from the alteration zone show high abundances in these areas, and rela-
tively low amounts in the rest of the image. When comparing the results to published mineral maps
of the Cuprite area, it is found that the reddish areas in Figure 3.59 show high abundance of hema-
tite and goethite.

3.9.3 lIdentification

The last step in the spectral analysis of imaging data is the unique identification of the classified
elements. This requires a detailed knowledge of the spectral signatures of the materials being
sought, as well as of all the other materials in the scene, and the development of a spectral signature
library of all expected natural materials. In the ideal case, if a certain material, or family of materi-
als, is the only one which has a certain spectral feature, such as an absorption line at a certain wave-
length, the identification becomes simple. The identification feature could be a single absorption
line or an association of lines.



3.9 Image Data Analysis

Figure 3.59 This image shows the relative abundances of different materials after linear unmixing. The
spectra used in the supervised classification were used as endmembers.

If spectral signatures from a reference library were used in the classification to begin with, the
identification is automatic. However, if the classification was done using areas selected from the
image, or data-driven endmembers, the final identification step involves comparing the spectra
of the endmembers or feature vectors to those in a reference library. If a reference spectral library
is not available, field checking in one area of each class will allow identification of the constituents
in the whole scene.

One example was the case of identifying the presence of sodium on the surface of Io, the first
satellite of Jupiter, by ground spectral observation. Figure 3.60 shows the reflectance of Io in the
visible and near infrared and compares it to the reflectance spectra of a number of materials includ-
ing sulfur dioxide frost. Two specific features led to the identification of Io surface material as con-
sisting mainly of sulfur dioxide frost: (1) the sharp drop of the reflectance for wavelengths lower
than 0.45 pm. This wavelength corresponds to the energy of the forbidden gap in sulfur (see
Fig. 3.15). (2) The deep absorption band at 4.08 pm, which corresponds to the absorption of
SO, frost.

Another, more recent, example is the identification of the mineral jarosite on the Meridiani plain
on Mars by the Mossbauer spectrometer on the Mars Exploration Rover Opportunity. Figure 3.61
shows the measured spectrum of one of the rocks dubbed “EL Capitan” within the rock outcrop
inside the crater where the rover Opportunity landed (see Fig. 3.42). The Mossbauer spectrometer
graph shows the presence of an iron-bearing mineral called jarosite. The pair of yellow peaks in the
graph indicates a jarosite phase, which contains water in the form of hydroxyl as a part of its struc-
ture. These data give evidence of water-driven processes that have existed on Mars. Three other
phases are also identified in this spectrum: a magnetic phase (blue), attributed to an iron-oxide min-
eral; a silicate phase (green), indicative of minerals containing double-ionized iron (Fe 2+); and a
third phase (red) of minerals with triple-ionized iron (Fe 3+).
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Figure 3.60 (a) lo’s spectral reflectance showing the step drop near 0.45 pm. Source: Modified from Fanale
et al. (1974). (b) lo’s spectral reflectance showing the deep absorption at 4.08 um associated with SO, frost
compared to laboratory reflectance spectrum of SO, frost. Source: Courtesy of D. Nash, JPL.
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Méoéssbauer spectrum of El capitan: Meridiani planum
Jarosite: (K, Na, X*")Fe; (SO,) (OH)4
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Figure 3.61 This graph shows a spectrum, taken by the Mars Exploration Rover Opportunity’s Mossbauer
spectrometer. The Mdssbauer spectrometer graph shows the presence of an iron-bearing mineral called
jarosite. Source: NASA, http://www.jpl.nasa.gov/mer2004/rover-images/mar-02-2004/captions/image-7.htmL.

Exercises

3.1 Consider a planet with radius R with its rotation axis inclined at an angle y relative to the
normal to the plane of its orbit around the sun. Assume that the solar rays reaching the planet
are all parallel to the orbital plane.

Normal to
orbit plane

Axis of
rotation

Equator y Sun
-
radiation
-—
‘5
Planet (_3
Sun

Figure 3.62 Geometry for Exercise 3.1.
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(a) Calculate the sun angle (angle between the local vertical and the sun direction) at the
equator as a function of longitude § and the location of the planet in its orbit (i.e., the
angle a in Figure 3.62). Consider 6 = 0 to be the point closest to the sun. Plot the sun angle
fory =0°, 27° and for § = 0.

(b) Calculate the sun angle at the poles. Plot for w = 0°, 27°.

(c) Calculate the sun angle as a function of latitude y along zero longitude as a function of a.
Plot for w = 0°, 27° and for y = 45°.

(d) Calculate the sun angle as a function of longitude é fory =45°, yw =27°,and a = 0°, 90°,
and 180°.

3.2 A narrow band filter with a variable center frequency is used to observe a spectral region
where the emitted intensity is given by

W) =1—ae~v=w'/s

The filter transmission function is given by

Fv)=e” w—w)* /i,
The intensity measured by a detector behind the filter is given by

I= JT(y) dv = +Jm W(w)F(v) dv

-

(a) Derive the expression for I as a function of v, vp, v, and a.
(b) Plot I as a function of v./u, for vf/vs = 0.1, 1, and 10, and for « = 0.1 and 1.
(c) Repeat the calculations for
1 for —1< 2%
F(v) = vy
0 otherwise

<1

3.3 Figure 3.63 shows the energy levels for three different materials.
(a) Silicon has a bandgap of 1.12 eV. Calculate the cutoff wavelength for this material and
sketch the expected absorption spectrum.
(b) Now suppose silicon is doped with arsenic, which places a layer of electrons at 1.07 eV.
Calculate the cutoff wavelength for this material and sketch the absorption spectrum.
(c) This material has three discrete energy levels at 1, 1.5, and 3 eV. Calculate the positions of
the primary absorption lines, and sketch the absorption spectrum of this material.

@) (b) ©
’ 1 0.05(eV) 15(eV)
112 (eV) | 1.07 (V) 0.5 (eV)
1.(eV)

Figure 3.63 Energy levels of three different materials.
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Exercises

A class of hypothetical granular materials have energy levels which depend on the crystalline
field E as shown in Figure 3.64. Describe the behavior of the spectral reflectance as a function
of E. Only the transitions shown in Figure 3.64 are allowed.

'y L3

1.4 2.0 E/E,

Figure 3.64 Energy levels and allowable transitions for a hypothetical material.

3.5

3.6

3.7

Calculate and plot the reflection coefficient as a function of the angle of incidence for a half-
space with index of refraction equal to n = 1.7 and for n = 9. In both cases, the upper half-
space has n = 1. Consider both horizontal and vertical polarizations.

Consider a half-space with index of refraction n = n, + in; and

n; = ae~ 0=’/

Assume that a < n,. Calculate the reflection coefficient for normal incidence and plot its
behavior as a function of v/y, for n, = 3, a = 0.1 and v/v, = 0.05.

A telescope is orbiting the earth at 705 km altitude. The telescope lens diameter is 40 cm, the

focal length is 120 cm, and the square focal plane is 20.916 cm on a side.

(a) Calculate the power density at the lens if the earth albedo is 50%. (Assume that the solar
energy density at the surface of the earth is 1.37 kW/m?).

(b) Calculate the total energy intercepted from a 30 m X 30 m ground pixel if the shutter stays
open for 0.1 millisecond.

(c) Calculate the FOV and the swath width of the telescope.

(d) If the instrument is a framing camera, calculate the number of detectors required to
acquire a square image with 30 m X 30 m pixels on the ground. Also, calculate the dwell
time if we assume that we use a scanning mirror to stare at the same area with a 75%
duty cycle.

(e) In the push broom configuration with a single line of detectors, calculate the number of
detectors required for a pixel size of 30 m X 30 m on the ground. Also calculate the dwell

115



116

3 Solid Surfaces Sensing in the Visible and Near Infrared

3.8

3.9

3.10

time and total energy per pixel assuming that smearing is to be kept less than 1/3 of
a pixel.

(f) For a scanning mirror system, calculate the mirror scan rate, the dwell time per pixel,
and the total energy intercepted from each pixel assuming that we use an array of
16 detectors arranged in the along-track direction.

(g) Now assume that we place a filter in the focal plane with a 1% transmission bandwidth
centered at 0.5 pm. Calculate the number of photons received from a pixel for each of the
three cases above.

(h) Calculate the data rate for each of the three cases, assuming we digitize the data from
each pixel to 8 bits.

A telescope is orbiting the earth at 705 km altitude. The telescope lens diameter is 40 cm, the
focal length is 120 cm, and the square focal plane is 10 cm on a side. The pixels in the detec-
tor are 10 pm on a side. Calculate the swath width, size of the pixels on the ground, and the
number of pixels across the swath assuming a push broom design. Also, calculate the max-
imum dwell time per pixel, and the resulting data rate.

The instrument is now changed into a spectrometer. The incoming light is dispersed using
a prism such that the different colors are separated spatially in a direction orthogonal to the
push broom line array. To measure the different spectral components, the prism mechanism
is scanned so that different colors sweep over the line array. If we are to measure 64 spectral
channels, calculate the scan rate of the dispersion mechanism. What is the dwell time per
spectral channel now? What is the data rate?

Assume that the wavelength region 0.4-2.4 pm is dispersed over 640 pm in the focal plane.
Now assume that we stack 64 line arrays next to each other to cover the dispersed spectrum.
Calculate the bandpass of each channel, the dwell time per spectral channel, and the result-
ing data rate.

A scanning laser altimeter is in a 250 km altitude orbit. The laser sends a series of 20 ns
pulses with a peak power of 10 kW and a beam divergence of 0.5 mrad. What is the beam
footprint on the surface and the height measurement accuracy? Let us assume that the sur-
face has a 10% albedo and scatters in an isotropic fashion in the upper hemisphere. What is
the power collected by a receiving collector of 50 cm diameter? What number of photons
does this energy correspond to assuming that 4 = 0.5 pm? Assuming that the detector
has an area of 10~ cm? and a bandwidth Af = 1/7 with ¢ = 20 nanoseconds, calculate
the detector minimum D*. In order to eliminate the signal due to the solar background,
a 1% (i.e., .005 pm bandwidth) filter is used before the detector. Assuming that the solar
energy density at the surface is 2 kW/m?/um, what is the signal to background ratio?
How can this ratio be increased? Do you think this system can be operated during the
day? Assuming that a mapping swath of 40 km is required and the surface has to be sampled
every 200 m, how many pulses does the laser need to transmit per second? Assume that the
satellite velocity is 7 km/sec.

Consider a planet with radius 1900 km, located at a distance of 1.4 X 10° km from the Sun
and 1.25 x 10° km from the Earth. The average surface temperature of the planet is 70 K. The
surface reflectivity is 0.3 across the visible and infrared spectrum. Plot the received energy by
a1m?” aperture telescope in Earth orbit as a function of wavelength. Assume that the Sun is a
blackbody with a temperature of 6000 K and a radius of 7 x 10° km. Now let us assume an
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area of size 100 km x 100 km at the equator consists of an active volcanic caldera with a
temperature of 700 K. Can the earth orbiting telescope uniquely detect the presence of
the caldera? Can it measure its size and temperature? Explain.
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Solid-Surface Sensing: Thermal Infrared

Any object that is at a physical temperature that is different than absolute zero emits electromag-
netic radiation. This radiation is described mathematically by Planck’s radiation law. Planck’s
results were announced in 1900, and followed research on the topic by Rayleigh, Jeans, Wien,
Stefan, and Boltzmann, who all studied different aspects of the problem.

As will be shown later on, Planck’s radiation law describes radiation that occurs at all wave-
lengths. The radiation peaks at a wavelength that is inversely proportional to the temperature.
For most natural bodies, the peak thermal emission occurs in the infrared region. In the case of
the sun, numerous stars, and high-temperature radiators, their high temperature leads to a peak
emission in the visible and UV regions of the spectrum.

Electromagnetic radiation is only one of three ways in which heat energy is transferred from one
place to another. Conduction describes the transport of heat from one object to another through
physical contact, such as the case where a pot on a stove is heated by being in physical contact with
the heating element. The liquid in the bottom of the pot that is in physical contact with the metal is
also heated by conduction. Gasses and liquids can also be heated by convection. In this case, the heat
energy is transported by the convective movement of the heated material. The same principle also
heats the air in the atmosphere of a planet using the heat energy of the surface of the planet. It is
important to realize that of these three mechanisms, only electromagnetic radiation can transport
the energy through a vacuum. It is this form of transport that allows the heat of the sun to reach
the earth.

The heat conduction property of the surface layer is a key factor in the response of the surface to
the periodic heat input from the sun. This conduction allows the surface to absorb the heat input
from the sun, changing the physical temperature of the surface in the process. The fact that the
surface is not at absolute zero temperature means that the surface itself will again radiate electro-
magnetic energy according to Planck’s law. It is this electromagnetic radiation that is measured by
remote sensing instruments, allowing us to study the thermal properties of the surface layer.

4.1 Thermal Radiation Laws

Planck’s law describes the spectral distribution of the radiation from a blackbody as

27hc? 1

S()"’ T) = /15 ech/2kT _ 1

Introduction to the Physics and Techniques of Remote Sensing, Third Edition. Charles Elachi and Jakob van Zyl.
© 2021 John Wiley & Sons, Inc. Published 2021 by John Wiley & Sons, Inc.
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which is usually written as

C1 1

S(/l, T) = Fiecz/l’r 1

(4.2)

where

S(4, T) = spectral radiant emittance in W/m?(Watts per unit area per unit wavelength)
A = wavelength of the radiation

h = Planck's constant = 6.626 x 10~ >* Wsec?

T = absolute temperature of the radiator inK

¢ = velocity of light = 2.9979 x 10% m/ sec

k = Boltzmann's constant = 1.38 x 10~ % Wsec/K

¢; = 2zh¢® = 3.74 X 107'* Wm’®

c; = ch/k = 0.0144 mK

We note that the temperature in these expressions is the physical, or kinetic temperature of the
body. This temperature is the one that would be measured if we were to place a thermometer in
physical contact with the body.

Integrating the emittance over the whole spectrum gives an expression for the total flux emitted
by a blackbody of unit area. This is known as the Stefan-Boltzmann law:

oo 2 5 k4
S= J S(4, T)dA = ”—3T4 =oT* (4.3)
0 15¢%h

where ¢ = 5.669 X 10~ W/m°K*. Differentiating S(4, T) with respect to the wavelength and solving
for the maximum gives Wien’s law, which is the expression of the wavelength of maximum
emittance:

where a = 2898 pmK. Thus the sun, with a temperature of 6000 K, will have maximum emittance at
Am = 0.48 pm. A surface at temperature 300 K will have maximum emittance at 4,, = 9.66 pm, i.e., in
the infrared.

Another useful expression is the value of the emittance at 1 = 4,,:

S(Am, T) = bT? (4.5)

where b = 1.29 X 107> W/m?*/K>. To illustrate, for T = 300 K and a spectral band of 0.1 pm around
the peak, the emitted power is about 3.3 W/m>.

The radiation laws can also be written in terms of the number of photons emitted. This form is
useful in discussing the performance of photon detectors. Dividing the expression of S(4, T) by the
energy associated with one photon, hc/4, the result is the spectral radiant photon emittance (in pho-
ton/sec/m>):

2mc 1
Q(/’{a T) = A_4ech/ikT -1 (46)

The corresponding form of the Stefan-Boltzmann law becomes:

Q — 6/T3
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where ¢/ = 1.52 x 10" m™?sec™' T~>. Therefore, the rate at which photons are emitted from a
blackbody varies as the third power of its absolute temperature. To illustrate, for T = 300 K, the
total number of emitted photons is 4 x 10*? photons/m?/sec.

4.1.1 Emissivity of Natural Terrain

The formulas in the previous section describe the radiation from a blackbody. These bodies have the
highest efficiency in transforming heat energy into electromagnetic energy. All natural terrains
have a lower efficiency, which is expressed by the spectral emissivity factor €(4):

= S0T)

= 50T (4.7)

which is the ratio of the radiant emittance of the terrain S'(4, T) to the radiant emittance of a black-
body at the same temperature. The mean emissivity factor € is given by

_ P ewsandr _ 1 J‘” € (1)S(.T)dA (4.8)

IS, Tyddr ~ oT* ),

Three types of sources can be distinguished by the way that the spectral emissivity varies
(see Fig. 4.1):

1) Blackbody, where € (1) =€ =1
2) Graybody, where € (1) = € = constant less than 1

Spectral

emissivity
1 Blackbody
£\ Graybody
Selective radiator
)

Spectral

radiant
emittance

Blackbody

Figure 4.1 Spectral emissivity € and spectral radiant emittance S(4, T) as a function of wavelength.
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3) Selective radiator, where €(4) varies with wavelength

When radiant energy is incident on the surface of a thick medium, a fraction p is reflected by the
interface and a fraction r is transmitted through the interface. To satisfy conservation of energy,
these fractions are related by:

ptr=1 (4.9)

A blackbody absorbs all of the incident radiant energy. In this case, 7 = 1 and p = 0 (i.e., all the
energy is transmitted through the interface and then absorbed).

Based on Kirchoff’s law, the absorptance « of a body is equal to its emittance € at the same tem-
perature. In other terms, the transmittance through the interface is the same from both directions.
Thus, we have:

a= € =71 (4.10)
and from Equation (4.9):
€ =t=1-p (4.11)

The reflectivity p is also called the surface albedo A.

The emissivity of a material is also a function of the direction of emission. The previous
expressions give the hemispherical emissivity, which is the emissivity of a source radiating
into a hemisphere. Directional emissivity €(0) is the emissivity at angle € relative to the normal
to the surface. Normal emissivity corresponds to & = 0. In the most general case, natural surfaces
have an emissivity (4, 8), which is a function of both wavelength and direction of emission.

For metals, the emissivity is low (few percent), particularly when the metal is polished (p is high,
€ is low). It increases with temperature and drastically increases with the formation of an oxide
layer. For nonmetals, emissivity is high, usually more than 0.8, and decreases with increasing
temperature.

The infrared radiation from a natural opaque surface originates within a fraction of a millimeter
of the surface. Thus, emissivity is a strong function of the surface state or cover. For instance, a thin
layer of snow or vegetation will drastically change the emissivity of a soil surface.

Care should be taken in trying to guess the emissivity of a material on the basis of its visual
appearance, which is its reflectance in the visible region. A good illustration is snow. In the visible,
snow is an excellent diffuse reflector and from Kirchoff’s law, we might think that its emissivity is
low. However, at 273 K, most of the spectral radiant emittance occurs between 3 and 70 pm (max-
imum at 10.5 pm). Hence a visual estimate is meaningless. In actuality, snow is an excellent emitter
in the infrared region and it has low reflectance.

For most natural bodies, the spectral radiant emittance is not a monotonous curve, but contains
spectral lines that characterize the body constituents. In the thermal infrared spectral region, there
are a number of absorption lines associated with fundamental and overtone vibrational energy
bands. The use of spectral signature in the thermal infrared for unit identification will be discussed
later in this chapter.

4.1.2 Emissivity from the Sun and Planetary Surfaces

The emission from the sun corresponds approximately to a blackbody with a 6000 K surface tem-
perature. This gives a peak emission at 0.48 pm.

In the case of planetary surfaces, the temperature ranges from about 40 K on Pluto to about 700 K
on Mercury. This corresponds to peak emission at wavelengths between 72 and 4.1 pm,
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Figure 4.2 Reflected (continuous line) and emitted (dashed line) energy spectra for Mercury, Venus, Mars,
Jupiter, and Saturn for the indicated temperatures and surface albedo. The albedo is assumed constant across
the spectrum.

respectively. In the case of Earth, the surface temperature ranges from about 240 K to about 315K,
with a most common temperature of about 300 K. This corresponds to peak emissions of 12.4, 9.18,
and 9.66 pm, respectively. It should be pointed out that in the case of cloud-covered planets, most of
the surface thermal emission is blocked by the atmosphere.

One interesting parameter is the relative variation of the emittance (i.e., AS/S) as a function of
temperature changes when the observation wavelength is fixed at the peak emission wavelength for
a temperature T,. From Equation (4.5), we have:

AS
S

AT
=5—

T, (4.12)

Tp.hm

Thus, a 1% change in the surface temperature would result in a 5% emittance change.

It is particularly interesting to compare the spectral distribution of the emitted radiation to the
spectral distribution of the reflected radiation for the different bodies in the solar system. Figure 4.2
shows these spectral distributions for Mercury, Venus, Mars, Jupiter, and Saturn. The wavelength
at which the emitted and reflected energy are equal is usually between 2 pm (for Mercury) and
11 pm (for Saturn). The exact value depends on the surface emissivity € = 1 — A, where A is
the albedo or reflectivity (A = p).

The reflected energy spectrum is given by (see Chapter 3)

S,(1) = SO, Ts) X <%>2 x A (4.13)
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where the first term is the energy radiated from the sun with temperature T, the second term repre-
sents the fact that the energy is radiated spherically from the sun surface with radius R, to the body
at distance d, and the third term is the body average reflectivity.

4.2 Heat Conduction Theory

Remote sensing instruments measure the electromagnetic radiation that is emitted from objects
that are at a temperature above absolute zero. To understand better how to interpret what these
instruments measure, it is necessary that we understand how materials respond to a change in tem-
perature. The heat conduction equation is:

VI T—---=0 (4.14)

where T is the temperature and « is the diffusivity in m?/sec. « is related to the material thermal
conductivity K (in Cal/m/sec/degree), density p (in kg/m?*), and specific heat or thermal capacity C
(in Cal/kg/degree) by:

_ K
= c
The heat conduction equation results from expressing the conservation of heat in an infinitesimal
volume, dV. The heat flux across a surface (in Cal/m?/sec) is given by:

f=—-KVT (4.15)

Consider an infinitesimal rectangular parallelipiped centered at point P, with edges parallel to the
coordinate axes and of lengths 2dx, 2dy, and 2dz (see Fig. 4.3). The rate at which heat flows into the
parallelipiped through the face ABCD is equal to

of
4 — —=Zdx|dy d
( fx= 35, ) y dz
Similarly, the rate at which heat flows out through the face A’ B’ C’ D' is given by

9fx

V4 Figure 4.3 Geometry for derivation of heat equation.
D 2dy C
o
I 1
D' . < Y
/)qu R B
L 2dz
Al B'
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Thus, the rate of gain of heat from flow across these two faces is equal to
af
—8—=2dx dy d
ox v &

Repeating the same for the other directions, the total rate of gain of heat in the volume from flow
across its surface is

8fx 8fy afz _ —

The rate of gain of heat associated with temperature change in the volume is also given by

aT
pCo v (4.17)

Equating the above two equations gives:

oT T
VEf+pCo =0= —V-(KVT) + pC= =0

at at
or
pCIT ) 10T
ViT-2 0=V T—-22_=0
K ot K ot

If heat is produced in the solid and is supplied at the rate A(x, y, z, ) per unit time and unit vol-
ume, the heat conduction equation, for K constant, becomes:
10T Ax,y,2,t
ver— 19T _ _A&yz0 (4.18)
K Jt K
This situation occurs when there is a geothermal or radioactive heat source.
Another common situation is when K is not a constant; then
aT
pC—, = V:(KVT) + A (4.19)

If K varies only as a function of position, the above equation can be solved with no great difficulty.
However, if K is also a function of T, then the equation becomes nonlinear and usually the solution
can be acquired only by numerical techniques.

The complete solution of the heat conduction equation requires knowledge of the initial and
boundary conditions. Usually the temperature throughout the body is given at the instant t = 0,
and the solution should be equal to this initial function when t — 0. In some situations, the tem-
perature is continuously periodic. In this case the initial condition is not relevant after a certain
amount of time has passed.

The boundary condition can be of different nature:

1) Prescribed surface temperature: This is the easiest case, but not very common.
2) No flux across the surface (i.e., insulated surface): dT/dn = 0 at all points of the surface.
3) Prescribed flux across the surface.
4) Linear heat transfer at the surface: This occurs when the flux across the surface is proportional to
the temperature difference between the surface and the surrounding:
JaT _

5, = ~H(T=Ty) (4.20)

127



128 | 4 Solid-Surface Sensing: Thermal Infrared

If in addition there is a constant flux F into the surface, then

aT
K% = —H(T~T) (4.21)

5) Nonlinear heat transfer: In most practical cases, the flux of heat from the surface is a nonlinear
function of the temperature difference. For instance, in the case of a graybody, it is equal to
€ G(T 4 Tg), where T and T, are the temperatures on each side of the boundary. However,
if (T — Ty)/Ty < 1, then the flux can be approximated by:

F= €o(T>-Tg)(T* + Tg)
= €06(T—To)(T + To)(T* + Tj) (4.22)
= F~4coTy(T—To)
which is a linear heat transfer case.

Solutions for different cases and situations can be found in the book by Carslaw and Jaeger, Con-
duction of Heat in Solids.

4.3 Effect of Periodic Heating

The case of a semi-infinite solid with a surface temperature as a harmonic function of time is of
particular interest in remote sensing because of the periodic surface heating from the sun. Let
us assume that the surface temperature for the semi-infinite solid x > 0 is given by

T(0,t) = Acos (wt—¢) (4.23)

Later on we shall relate this temperature to the forcing function provided by the heat input from
the sun. We seek a solution to the heat conduction equation of the type

T(x,t) = u(x)e@=* (4.24)
Substituting in the heat conduction Equation (4.16), we get:

du_o, (4.25)
d* Tk '

which has a solution

u= Beix\/i(m/x) — Beix(l_H)‘/w/ZK — Beikxeiikx (4.26)

where k = \/w/2«. Only the solution with the decaying exponential is realistic. Thus, the solution
to Equation (4.24) is given by:

T(x,t) = Be™kll@i=¢ k)
= T(x,t) = Bie” " cos (wt — ¢ —kx) + Be ™" sin (ot — ¢p — kx)

and the one which satisfies the boundary condition at the interface is

T(x,t) = Ae ™" cos (wt — ¢ — kx) (4.27)
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Figure 4.4 Behavior of the temperature wave (@ v
as a function of depth.

1.0

0.5

—-0.5

14

(b)

Dic

1.0 A ot =2 »=0

ot = /4

This represents a temperature wave decaying as a function of x (see Fig. 4.4) with a wave number

k and a wavelength 1 = 2z /k = 27+/2k/w.

For typical rock materials with x = 107° m*/sec, the wavelength is about 1 m for a frequency of
1 cycle/day and 19 m for a 1 cycle/year. For a metallic conductor with x = 107 m?/sec, the wave-
length is 10 m for 1 cycle/day and 190 m for 1 cycle/year. Table 4.1 gives the thermal properties for a
number of geologic materials. It is clear from the values of x that diurnal heating of the surface only
affects approximately the top meter and annual heating affects the top 10-20 m.

From the above solution, and Equation (4.15), the flux of heat F at the surface is

aT

F=—-K—
ox

= kKA[ cos (wt — ¢) — sin (wt — )]

x=0

which can be written as

F = V/2kKA cos (wt— b+ Z) (4.28)
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Table 4.1 Thermal properties of some materials.

Material K (Cal/msec ° C) p (kg/m>) C (Cal/kg/ ° C) x (m?/sec) P (Cal/m? sec'/?° C)
Water 0.13 1000 1010 1.31077 370
Basalt 0.5 2800 200 91077 530
Clay (moist) 0.3 1700 350 51077 420
Granite 0.7 2600 160 161077 520
Gravel 0.3 2000 180 81077 320
Limestone 0.48 2500 170 111077 450
Dolomite 1.20 2600 180 261077 750
Sandy soil 0.14 1800 240 31077 240
Sandy gravel 0.60 2100 200 141077 500
Shale 0.35 2300 170 81077 340
Tuff 0.28 1800 200 81077 320
Marble 0.55 2700 210 101077 560
Obsidian 0.30 2400 170 71077 350
Pumice, loose 0.06 1000 160 41077 90

Source: Janza (1975).

Equations (4.27) and (4.28) form a coupled pair. Thus, if we have a semi-infinite half-space which
is heated by a periodic flux F, cos (wt — ¢), the steady-state temperature is given by
—kx

T(x,1) = I; “ > cos (ot —kx=p-7) (4.29)

This involves the term kK = /(w/2)KpC. The term /Kpc is called thermal inertia P (units of
Cal/m? deg sec/?). The steady-state temperature is then expressed as:

Foe_kx
NG

This expression shows that there is a phase difference, i.e., a time lag, between the peak flux input
to the surface, and the peak temperature response of the surface to that input. In terms of the soil
temperature on the earth, it is well known that while the peak solar flux occurs at noon when the
sun is at zenith, the soil temperature peaks later in the afternoon, typically around 2:00 p.m. Also, it
is important to remember that remote sensing instruments will record the radiation from the sur-
face that is driven primarily by the temperature of the surface. Therefore, while the reflected solar
radiation will peak at the same time the incoming solar flux that heats the surface would peak, the
radiated emission from the surface due to its own temperature will peak at a later time.

Of course, the solar flux, while a periodic function, does not vary as a single frequency sinusoid as
in the simple example described above. We shall discuss this case in more detail in the next section.
In a more general case where the surface temperature is a periodic function that can be expressed as
a Fourier series, we have the following:

T(x,t) =

cos (a)t —kx—¢p— %) (4.30)

T(0,t) = Ao + i Ap cos (not —¢,,) (4.31)

n=1
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The total solution for the temperature is then

T(x,t) = Ay + Z Ane™ " cos (nwt — ¢, — k,x) (4.32)

n=1

where k, = \/nw/2x = ky/n.

4.4 Use of Thermal Emission in Surface Remote Sensing

The fact that the surface temperature, and therefore the thermal emission, is dependent on the sur-
face thermal inertia, which in turnis a function of the surface material, leads to the possibility of using
the surface thermal emission to infer some of the surface thermal properties. The variations in the
surface temperature are driven by the periodic solar illumination, which provides a periodic flux.

4.4.1 Surface Heating by the Sun

In the case of interest to us (i.e., solar heating of the Earth surface), the boundary condition is
given by
oT

_KQx

=(1=p)Ti— €oT*+1(t) = — €o(T*=T}) + 1(¢) (4.33)
x=0
where T is the effective sky radiance temperature (at long wavelength) and I is the incoming solar
radiation modulated by the atmospheric transmission. The first and third terms to the right are the
radiation fluxes input from the sky and the sun, respectively. The second term is the radiation flux
output from the surface. This condition neglects other heat transmission mechanisms, such as
atmospheric conduction and convection and latent heat effects. Let us assume that T — T, < T,
then the boundary condition can be simplified to

aT

K=
x|, _o

= —4€oT3(T—Ty) +I(t) (4.34)

The solution of the heat conduction equation subject to the above condition can be obtained by
using the following substitution:

W =T- o (4.35)

where g = 4 € oT; /K. Then
h_or 17T _or_aar
dx  dx qodx?  dx gkt
dh_oT 15T 19T 10T 19 (. 19T\ _ 15k
X2 Jx*  qkoxdt  kdt  qkdxdt kot qox) kot
Thus,
Pn_on_

R i (4.36)
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and the boundary condition becomes

h(0,t) = T(0,t) — 19T =T(0,t)=T(0,t)—Ts + 10 =T+ 1)

gox|._, oK K (4.37)

which is simpler than the boundary condition in (4.34). The solar illumination I is a function of the
ground reflectivity A in the solar spectral region (i.e., mostly visible and near infrared), the solar
declination &, the site latitude y, and the local slope. It can be written as
I(t) = (1—A)S,CH(t) (4.38)
where S is the solar constant, C is a factor to account for the reduction of solar flux due to cloud and
H(t) = { MIZ(t)] cos Z'(t)  during the day
B 0 during the night

where Z' (t) is the local zenith angle for inclined surfaces, Z(¢) is the zenith angle, and M is the
atmospheric attenuation, which is a function of the zenith angle Z. The function H(¢) is periodic
relative to t and can be written as

H(t) = iA” cos (hot — ¢,) (4.39)

leading to

(1

—A)SyC &
h(0,t) = Ts + %ZA" cos (hot — ¢,,)
n=20

This leads to a solution for h(x, t) (from Equation (4.32)):

h(x,t) = Ts + (1_;% Z Ane™ ™ cos (nat — ¢, — kn/nx) (4.40)
n=0

The solution for T(x, t) is then derived from Equation (4.35) as:

T(x,t) = Be% — qeq"J " h(E e de (4.41)

X
Putting = —x + £ and requiring that T stays finite as x — oo, then

T(x,1) = —qJ h(x -+, e dn (4.42)
0

and the solution for T(0, 1) is:

[oo]

T(0,t) = —qJ h(n,t)e" 9" dp

0
(1=A)SoC <~ Ay cos (nwt — ¢, — 5,) (4.43)

=T+
K= g+ v + i

where tans, = (q + 1)/gk/n.

The effect of geothermal heat flux Q at the surface can now be introduced by adding a second
solution T = Qx/K + Q/gK, which satisfies the heat conduction equation and the boundary condi-
tion. Thus, we need to add the term Q/gK to the expression of T(0, f).
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Figure 4.5 Diurnal temperature curves for varying (a) thermal inertia in cal/m? sec’?, (b) albedo, (c)
geothermal heat flux in HFU, and (d) emissivity. The mean diurnal temperature DC is indicated by horizontal
lines. Fixed parameters used are inertia 300 cal/m? sec'/2, albedo 0.3, emissivity 1.0, latitude 30°, solar
declination 0°, sky radiant temperature 260°, and cloud cover 0.2. Source: Based on Watson (1973).

Figure 4.5 illustrates the solution for the diurnal temperature behavior as a function of thermal
inertia, albedo in the visible A, geothermal flux, and emissivity in the infrared €.
The mean diurnal temperature T is derived by integrating T(0, f) over the diurnal cycle Ty
SoCAy

T—irdT(o 5 dt=T +9+(1—A)—cos(¢) (4.44)
T Tal)e T8 s s 0 '

where

Tq

Ao cos (¢hy) = iJ H(t) dt
TqJo
and s = gK = 4 € ¢T?. Note that T is independent of the surface inertia and that it can be used in
conjunction with albedo measurements and topographic information to derive Q.
By analyzing the curves in Figure 4.5, it is apparent that the day-night temperature difference AT
is strongly dependent on the thermal inertia P, weakly dependent on the albedo A, and is almost
independent of the emissivity. This fact has been used to map thermal inertia variations.

4.4.2 Effect of Surface Cover

The diurnal temperature variation is limited to the top meter or less of a semi-infinite solid. The
thickness of this region is proportional to the square root of the diffusivity . Thus, if the surface
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Figure 4.6 Plots of diurnal surface temperature versus local time for two different layers of thickness L over a
half-space. (a) Layer with P =150 Cal/m?sec™? and x = 210" m?/sec. (b) Layer with P =40 Cal/m?sec’/? and
x = 14107 m?/sec. The half-spaces have P = 400 Cal/m?sec'’?. Source: Watson (1973). © 1973, John

Wiley & Sons.

is covered by a thin layer of material with low « (e.g., low K or large pC), the covered material will
barely be affected by the surface temperature variation.

The solution for this problem was given by Watson (1973), and some of the results are illustrated
in Figure 4.6. It shows the effect of a layer of dry, sandy soil (x = 2 x 107" m%/sec, P = 150 Cal/
m?sec’?) and a layer of dry lichen and moss (x = 1.4 x 107 m?%/sec, P = 40 Cal/m’sec'’?)



4.4 Use of Thermal Emission in Surface Remote Sensing

superimposed on a half-space with thermal inertia P = 400 Cal/m?sec"/?, which is similar to that of
common rocks. It is clear that a layer of about 10 cm could almost completely insulate the subsur-
face from diurnal temperature variation.

4.4.3 Separation of Surface Units Based on Their Thermal Signature

The curves in Figure 4.5 show a number of interesting behaviors which can be used in deriving
surface properties. First, a single measurement of surface-emitted heat cannot be used by itself
to derive the surface thermal properties because it depends on a number of independent parameters
(see Equation (4.43)). However, if we measure the difference in emitted heat at two times of the day,
the following can be observed:

1) The emissivity effect is negligible (Fig. 4.5d) and therefore can be neglected.

2) The albedo effect is significant; thus an albedo measurement in the visible and near infrared
should be made.

3) The thermal inertia effect is significant if the times of observation are selected appropriately.

Considering that satellite observations on a global and regular basis from the same platform can
be made at best every 12 hours, on ascending and descending orbits, the best times for observation
would be at around 2:00 a.m. and 2:00 p.m. Thus, if a broadband thermal imager is used in conjunc-
tion with a broadband visible/near-infrared imager (to derive A), the pair of thermal observations
would allow the derivation of the thermal inertia P on a pixel-by-pixel basis. Thermal inertia can be
thought of as a measure of the resistance of the material to change of temperature. As indicated in
Table 4.1, P varies significantly between different materials. For instance, it is more than quadruple
between loose pumice and sandy gravel or basalt or limestone. Thus, a thermal inertia map can be
used to classify surface units.

4.4.4 Example of Application in Geology

The observation of the surface in the reflective visible and near-infrared spectral regions can lead to
ambiguous results because different materials can develop similar weathering stains on the surface,
and, conversely, similar materials may weather (chemical weathering) in different ways. Thus, it is
desirable to augment the surface reflectance observation with data that can give information about
the body properties of the near-surface material to some significant depth. Thermal remote sensing
plays such a role.

Figure 4.7a-d shows the day visible, day IR, night IR, and resulting thermal inertia image of a por-
tion of Death Valley. In Figure 4.7d, the bright areas correspond to high thermal inertia, and the dark
areas correspond to low thermal inertia. The brightest features in the scene correspond to areas
underlain by dolomite, limestone, quartzite, or granite. These rock types stand out distinctly on
the thermal inertia image and are quite easy to map. The darkest features correspond to areas of
young alluvium in the mountain valleys, whereas the floor of Death Valley is bright to medium gray.

Thermal inertia images also allow accurate delineation of the bedrock-alluvium contact. This
differentiation is often difficult to make on visible or reflected IR images, particularly when mod-
erate-to-low spatial resolution prevents the use of textural information.

4.4.5 Effects of Clouds on Thermal Infrared Sensing

The presence of clouds affects thermal infrared sensing in two ways. First, the clouds reduce the
local amount of incoming radiation, which results spatially varying heating of the surface. This
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Figure 4.7 Night (a) and day (b) thermal images of Death Valley. Thermal inertia (c) and visible (0.54-0.58 pm)
(d) images of Death Valley. Source: Courtesy of A. Kahle, Jet Propulsion Laboratory.

is manifested in thermal infrared images as patchy warm and cool patterns, where the cooler areas
are typically those in the cloud shadows. Second, heavy overcasts tend to reduce the contrast in
thermal images because of the reradiation of energy between the surface and cloud layer. This addi-
tional energy adds a background noise signal that reduces the overall image contrast.

Figure 4.8 shows images acquired in the visible and the thermal infrared with the ASTER instru-
ment on the Terra spacecraft of an area northeast of Death Valley in Nevada. Note the bright clouds
in the upper right part of the visible image. The thermal infrared image shows the typical warm and
cool patchy response in the same area.
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Figure 4.8 Visible (left) and thermal infrared (right) images showing the effects of clouds. The clouds are in
the upper right portion of the image, and appear bright in the visible image, with some cloud shadows visible.

The infrared image shows a patchy warm and cold appearance because of differential heating between the
areas under the clouds and those not covered by the clouds.

4.5 Use of Thermal Infrared Spectral Signature in Sensing

In general, the spectral emissivity in the thermal and far infrared (8-100 pm) is not a constant or
monotonous function, but contains a number of bands and lines which are characteristic of the
surface composition. The opacity of the Earth’s atmosphere above 25 pm (see Fig. 1.13) limits
the useful thermal regions for Earth-Surface remote sensing to 8-25 um.

Spectral signatures of most solids in the thermal infrared region are mainly the result of vibra-
tional processes, and the most intense features result from the fundamental modes which occur in
the thermal infrared. In order to better understand the features in the emissivity spectra of inor-
ganic solid, we will first describe briefly the restrahlen effect and the Christiansen frequencies.

Asindicated in Equation (3.6), the reflection coefficient of a plane interface at normal incidence is

2

= 4.45
(N, +1)* + N? (4.45)

If we are near the center of a strong absorption band, then N; > N, and
R =1

which corresponds to total reflection or no emissivity. In other terms, the surface boundary can be
described as completely opaque. This is called the restrahlen effect and related to it are the minima
in the thermal infrared emissivity spectra.

If we are in a situation where N, ~ 1, the reflection coefficient becomes

2
R~

N 4.46
4+N? (4.46)
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and if we are in a low absorption case (i.e., away from a spectral line), then R is very small, which
corresponds to a strong emissivity. Because of the spectral dispersion of many materials, there are
specific spectral regions in the thermal infrared where the index of refraction is equal or close to
unity. These spectral regions correspond to the Christiansen frequencies. Figure 4.9a shows the
refraction index of quartz and illustrates the fact that n(1) is equal or close to unity at 7.4, 9.3,
and 12 pm. Figure 4.9b shows the transmission of a thin film of quartz powder. A maximum is
clearly observed at 7.4 and 12 pm (when the particles are small). The lack of a peak at 9.3 pm is
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Figure 4.9 (a) Dispersion of quartz. (b) Transmission through a 12.8 pm thick layer of quartz powder with
particle sizes of 1, 6.6, and 15.5 pm_ Source: Henry (1948). © 1948, Optical Society of America.
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attributed to the fact that quartz is strongly absorbing at this frequency, thus leading to the situation
where N; is large and T =1 — R is small (from Equation (4.46)).

A number of geologic materials exhibit vibrational spectral features in the thermal infrared (see
Figs. 4.10 and 4.11). Silicates (quartzite, quartz monzonite, monzonite, latite, and olivine basalt)
have emittance minima as a result of the restrahlen effect associated with the fundamental Si-
O vibration near 10 pm. Multiple bands occur in that region due to the asymmetric stretching

Figure 4.10 Infrared transmission spectra for some - : A—
common silicates. Regions of low transmission are B
associated with restrahlen bands and correspond to
regions of low emittance. Source: Hunt and Salisbury
(1974). Also report # TR-75-0356 and TR-76-0003 for
the cases of sedimentary rocks and metamorphic
rocks, respectively. © 1974, Air Force Cambridge
Research Laboratories.
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Figure 4.11 Transmission spectra of minerals of different composition and structure. The up arrows show the
Christiansen peak. The down arrows show the absorption band minimum. Source: Siegal and Gillespie (1980). ©

1980, John Wiley & Sons.

motions of O —Si- 0O, Si- 0 -Si, 0" —Si- 07, and the symmetric O~ — Si — O™. The SiO stretch-
ing modes and the H — O — Al bending mode near 11 pm are responsible for the absorption bands
in clays (kaolinite and montmorillonite). In Figures 4.10 and 4.11, these bands show as a single wide
absorption region mainly because of the experimental measurement technique, in which the grind-
ing of the samples to fine particles reduces the periodicity of the lattice, and also as a result of lattice

disorder and impurities.
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The emittance maxima in silicates which are associated with the Christiansen frequency occur
near 8 pm (Fig. 4.11), just before the onset of the intense absorption due to the SiO vibration. The
location of the Christiansen peak and of the minimum band migrate fairly systematically to larger
wavelength as the material moves from felsic to mafic and ultramafic (Fig. 4.11).

At longer wavelengths, stretching and bending modes lead to additional spectral features. These
are summarized in the diagram of Figure 4.12.

In the case of carbonates (limestone, dolomite), the spectrum is dominated by the features result-
ing from the vibrations of the CO3~ group which are an asymmetric stretch near 7 pm and a planar
bend near 11.5 pm and near 14.5 pm (Fig. 4.10).

4.6 Thermal Infrared Sensors

Thermal imagers operate in the same fashion as visible and near-infrared sensors. The major dif-
ferences are that the signal is usually significantly weaker (see Fig. 4.2) and presently available
detectors are typically less sensitive (see Fig. 3.48). This leads to sensors with lower resolution and
longer dwell time to increase the energy that is integrated. For example, the thermal infrared
channel on the ETM+ instrument has a resolution that is a factor three worse than the visible
and near-infrared channels (see Table 3.6) and the ASTER thermal infrared channels have reso-
lutions that are a factor 6 worse than the visible channels. Another major difference between ther-
mal infrared imagers and visible imagers is the need for cooling the detectors, and sometimes
even the optics at longer wavelengths. This must be done to ensure that the radiation contributed
by the emission from the imaging system itself is small compared to the thermal energy collected
from the scene.

Three main methods are used to cool detectors and optics in space. Passive radiators are the
most reliable and efficient cooling systems used in space. Passive cooling is based on the fact that
all objects radiate an amount of energy that is proportional to their surface area, their emissivity,
and T*, where T is the temperature difference between the radiator and space. Often radiators are
combined with louvers, which allow the spacecraft to regulate the amount of heat transfer. Ther-
mal control can further be enhanced by using highly insulated sun shields to reduce heating of the
spacecraft by the incoming solar radiation. Radiators can be used to cool down to about 60K
under ideal conditions, although it is more common to use active cooling significantly below
about 100 K.

For temperatures below about 100 K, active cooling is required. Stored cryogen-coolers use a
reservoir of coolant, such as superfluid helium or solid hydrogen. These systems rely on the boil-
ing or sublimation of the low-temperature fluid or solid to absorb the waste heat and reject it
overboard in the form of a vented gas. Detector temperatures as low as 1.5 K can be reached with
such open-cycle cooling systems. The disadvantage of this cooling method is that cooling only
happens as long as there is sufficient coolant available. Since the coolant has to evaporate in order
to cool the detectors, this means that these cooling systems typically have a finite lifetime, and
requires a significant amount of extra mass to be launched into space. Also, to carry as much
coolant as possible into orbit, the cooling fluid is typically topped off just prior to launch. This
requires special equipment and procedures at the launch site, and typically limits the time
between launch attempts.

For applications requiring substantial cooling over an extended period of time, mechanical cool-
ers, or cryocoolers, are often the preferred solution. Mechanical coolers work much like
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refrigerators in the sense that a coolant is compressed and then allowed to expand. This coolant is
not lost in this type of process, and the lifetime is limited by the mechanical functions of the cooler.
A potential drawback of mechanical cooling is vibration. Unless the coolers are balanced very care-
fully, they can introduce vibrations into the structure, which, in turn, can affect sensor pointing, or
violate jitter requirements. Chemical sorption coolers do not suffer from the vibration problems
associated with mechanical coolers. These sorption coolers consist of a number of sorption beds,
which contain a metal hydride powder that absorbs a gas such as hydrogen. Heating such a bed
pressurizes the hydrogen gas, while cooling a bed allows the hydride to absorb the gas. The oper-
ation of a sorption cryocooler is therefore based on alternately heating and cooling beds of the sor-
bent material to pressurize, circulate, and absorb the gas in a closed Joule-Thomson
refrigeration cycle.

Mercury-cadmium-telluride (HgCdTe) is one of the most widely used semiconductors for infra-
red photodetectors. They are currently available in arrays of 1024 x 1024 pixels, and can be used to
wavelengths up to about 12 microns. For wavelengths beyond 12 microns, extrinsic silicon and ger-
manium devices are most often used. Arsenic doped silicon (Si:As) operate to about 25 micron
wavelengths, and stressed gallium-doped germanium (Ge:Ga) detectors operate to about 200
microns. Arsenic-doped silicon detectors are available in 1024 x 1024 arrays, while the Multiband
Imaging Photometer instrument on the Spitzer Space Telescope flies a 32 x 32 gallium-doped ger-
manium array for its 70 micron band, and a 2 x 20 Ge:Ga array, mechanically stressed to extend its
photoconductive response to 160 microns. In addition to arsenic-doped silicon detectors, antimo-
nide-doped silicon (Si:Sb) are also used for thermal infrared imaging. These have been shown to
have good responses to about 40 microns.

The performance of a thermal infrared imaging system is typically quoted as a noise equivalent
delta T, or NEDT. The NEDT is that temperature fluctuation that would result in a signal-to-noise
ratio of 1. Modern spaceborne instruments have NEDTs that are less than 0.1 K. We shall briefly
describe a few thermal infrared sensors in the following sections.

4.6.1 Heat Capacity Mapping Radiometer

In 1978, a Heat Capacity Mapping Mission (HCMM) satellite was put into orbit with the objective of
mapping surface thermal inertia using day-night thermal imaging as discussed in Section 4.4.3. The
sensor (heat capacity mapping radiometer, or HCMR) had two channels. One spectral channel cov-
ered the reflectance band from 0.5 to 1.1 pm, which provided measurements of the surface albedo in
the sun illumination region. The second spectral channel viewed the thermal infrared band
between 10.5 and 12.5 pm. The thermal channel had a measurement accuracy of 0.3°K (noise equiv-
alent temperature difference). The satellite was put in a 620 km altitude orbit, which allowed the
imaging of the surface twice every day, at 2:00 a.m. and 2:00 p.m. in equatorial regions, and 1:30 a.
m. and 1:30 p.m. at northern mid-latitudes.

From the nominal altitude of 620 km, the spatial resolution of the infrared and visible channels
was 600 and 500 m at nadir, respectively. The data-coverage swath was approximately 716 km,
and was achieved by using a scanning mirror placed in front of the sensor optics. Table 4.2 gives
a summary of the major characteristics of the HCMR. Figure 4.13 gives a block diagram of the
optics.

The optics consisted of a flat elliptical scanning mirror which had a scan rate of 14 revolutions per
second and scanned over a 60° angle. The collector was a catadioptric with an afocal reflecting tel-
escope. The telescope was a modified Dall-Kirkham configuration which reduced the optical beam
from 20.32 cm to a 2.54 cm diameter. Spectral separation was provided by a dichroic beam splitter
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Table 4.2 Heat capacity mapping radiometer summary data sheet.

Orbital altitude = 620 km

Angular resolution = 0.83 mrad

Resolution = 0.6 km X 0.6 km at nadir (infrared)

0.5 km X 0.5 km at nadir (visible)

Scan angle = 60° (full angle)

Scan rate = 14 revolutions/sec

Swath width = 716 km

Information bandwidth = 53 kHz/channel

Thermal channel = 10.5 to 12.5 pm; NEDT = 0.4 K at 280 K
Usable range = 260 K to 340 K

Visible channel = 0.55 to 1.1 pm; SNR = 10 at ~1% albedo
Dynamic range = 0 to 100% albedo

Nominal telescope optics diameter = 20 cm

Calibration = Infrared: View of space, seven-steep staircase electronic calibration, and blackbody calibration
once each scan

Visible: Preflight calibration

Primary
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focus lens

Near-IR
filter
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Figure 4.13 HCMR optical block diagram.
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positioned in the collimated beam from the secondary mirror, which acted as a folding mirror for
the 10.5-12.5 pm band and transmitted energy at shorter wavelengths.

The reflectance channel optics consisted of a long wavelength (greater than 0.55 pm) pass inter-
ference filter, focusing optics, and an uncooled silicon photodiode. The long wavelength cutoff of
the silicon detector limited the band pass to wavelengths of less than 1.1 pm. The sensitive area of
the detector was approximately 0.15 mm?.

The thermal infrared beam was focused onto the mercury—cadmium-telluride detector using a
germanium lens. Final focusing and spectral trimming were accomplished by a germanium aplanat
located at the detector.

The detectors produced an electrical signal that was proportional to the difference in radiant
energy between the scene and space. A space-clamping technique was used to establish a zero ref-
erence level once every rotation when the mirror was looking toward space. Calibration signals
consisting of a six-step staircase wave form were inserted on every scan line at the signal amplifier
input to provide constant calibration of the amplifier. The data from the two channels were then
digitized and multiplexed together for transmission to Earth.

4.6.2 Thermal Infrared Multispectral Scanner

In order to fully utilize the thermal infrared spectral emissivity of surface materials for mapping and
identification, a six-channel thermal infrared multispectral scanner (TIMS) was developed in 1982
for airborne investigations. The spectral bands covered are: 8.2-8.6 pm, 8.6-9.0 pm, 9.0-9.4 pm, 9.4—
10.2 pm, 10.2-11.2 pm, and 11.2-12.2 pm. The TIMS consists of a 19-cm diameter Newtonian reflec-
tor telescope mounted behind an object plane 45° flat scanning mirror, followed by a spectrometer.
In the focal plane, the entrance slit to the spectrometer acts as the field stop and defines the instan-
taneous field of view (IFOV) of 2.5 mrad.

The total field of view scanned is 80°. The detector array consists of six mercury—cadmium-
telluride elements cooled by liquid nitrogen. The sensitivity ranges between 0.1° and 0.3°C noise
equivalent temperature change at a mean temperature of 300°K. This is comparable to a noise
equivalent change in spectral emissivity of 0.002-0.006. This sensor allows the acquisition of spec-
tral images covering the SiO, vibrational bands and the CO3~ vibrational bands. Even though the
spectral resolution is low, a significant amount of material classification is possible. Figure 4.14
shows an example of the data acquired with TIMS, which illustrates its mapping and units discrim-
ination capability.

4.6.3 ASTER Thermal Infrared Imager

The ASTER thermal infrared telescope has five bands with a spatial resolution of 90 m—see
Table 3.6. The telescope is a Newtonian catadioptric system with an aspheric primary mirror
and lenses for aberration correction. Each band uses 10 mercury-cadmium-telluride (HgCdTe)
detectors. Spectral discrimination is achieved by optical band-pass filters that are placed over each
detector element. The ASTER thermal infrared system uses a mechanical cooler for maintaining
the detectors at 80 K.

A scanning mirror functions both for scanning and pointing. In the scanning mode, the mirror
oscillates at about 7 Hz. For calibration, the scanning mirror rotates 180° from the nadir position to
view an internal black body which can be heated or cooled. The ASTER requirement for the NEDT
was less than 0.3K for all bands with a design goal of less than 0.2 K. The total data rate for the
ASTER thermal infrared subsystem, including supplementary telemetry and engineering
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Figure 4.15 Visible (upper left) and thermal infrared images of Cuprite, Nevada. The five thermal infrared
images follow in sequence from band 10 to band 14, starting in the middLle of the upper row and increases from
left to right.

telemetry, is 4.2 Mbps. Because the TIR subsystem can return useful data both day and night, the
duty cycle for this subsystem is set at 16%. The mechanical cryocooler, like that of the SWIR sub-
system, operates with a 100% duty cycle.

Figure 4.15 shows images of the five ASTER thermal infrared channels for the Cuprite, Nevada
scene discussed in Chapter 3. Also shown is the image for the visible band 1 for comparison. Note
the significant difference in resolution between the visible image and the thermal images. Also,
the thermal images appear to have much less contrast than the visible image. Note the significant
topographic effects shown in the thermal images near the right-hand edge of the images. The light
and dark contrasts resemble shadowing in visible images. In this case, however, the effects are not
shadowing; they are due to differential heating of the slopes. Those slopes facing the sun are
heated more efficiently than those facing away from the sun. The result is that slopes facing
the sun appear brighter in the thermal images, while those facing away from the sun appear
darker.

Figure 4.16 shows the visible image, plus the five thermal infrared principal component images.
The first principal component image contains 99.73% of the variation, followed by PC2 with 2.04%.
The last three principal component images are progressively more dominated by scan line noise.
Figure 4.17 shows a color image displaying the first three principal components as red, green, and
blue, respectively. The image was sharpened using an HSV transform as described in Chapter 3, and
the brightness channels was substituted with the visible image shown in Figure 4.16. Note the excel-
lent detail in the alteration area to the right of Highway 95.
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Figure 4.16 Visible (upper left) and principal component images of the thermal infrared channels of the
Cuprite, Nevada scene. The principal components are displayed in decreasing order starting in the middle of the
upper row, and decreasing from left to right.

Figure 4.17 Sharpened color thermal infrared principal component image of the Cuprite, Nevada scene. The
colors are PC1 (red), PC2 (green), and PC3 (blue). The image was sharpened using the HSV transform in which
the visible image was used as the brightness layer.
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Color combination images are often used to enhance the interpretation of ASTER thermal infra-
red images. One common combination displays bands 13, 12, and 10 as red, green and blue, respec-
tively. In this combination, variations in quartz content appear as more or less red; carbonate rocks
are green, and mafic volcanic rocks are purple.

4.6.4 Spitzer Space Telescope

The Spitzer Space Telescope (previously known as the Space Infrared Telescope Facility (SIRTF)),
the fourth and last of NASA’s so-called Great Observatories, was launched from Cape Canaveral,
Florida, into an Earth-trailing heliocentric orbit on August 25, 2003. Even though this observatory
strictly speaking is not used for solid surface sensing, which is the topic of this chapter, we include a
brief discussion here to illustrate some of the points mentioned earlier regarding cooling and detec-
tors for infrared imaging.

The Spitzer observatory (see Werner et al., 2004) introduced a new paradigm for cryogenic mis-
sions in which the telescope was launched at ambient temperature; only the focal plane instru-
ments were cooled to cryogenic temperatures. This “warm launch” architecture, coupled with
the heliocentric orbit and careful design of the cryostat, allows a very long cryogenic lifetime (pre-
dicted to be longer than five years) with a relatively small amount of cryogen (about 360 1 of super-
fluid helium). Following the launch, the telescope gradually cooled to approximately 6 K over a
period of about 45 days. A telescope temperature near 6 K was required to bring the telescope
thermal background down low enough for observing at the longest Spitzer wavelengths. The
helium bath temperature was maintained at 1.24 K, and the outer shell temperature at approxi-
mately 34 K.

The Spitzer telescope is a Ritchey-Chrétien design with an 85 cm beryllium primary mirror, with
diffraction limited performance at 5.5 microns achieved on orbit. The rest of the telescope is built
entirely of beryllium, to produce a lightweight telescope capable of stable operation at cryogenic
temperatures. The telescope outer shell is painted with a high emissivity black paint on the side
away from the sun and a polished aluminum on the side that faces the thermal shield, solar array,
and warm spacecraft components. The focal plane is populated by three instruments. The InfraRed
Array Camera (IRAC) provides images at 3.6, 4.5, 5.8, and 8.0 microns. All four detector arrays are
256 X 256 square pixels using indium antimonide (InSB) detectors at 3.6 and 4.5 microns, and arse-
nic-doped silicon (Si:As) detectors for the remaining two bands. The InfraRed Spectrograph (IRS)
performs both low- and high-resolution spectroscopy. Low-resolution spectra can be obtained from
5.2 to 38.0 microns. High-resolution spectra can be obtained from 9.9 to 37.2 microns. The spectro-
graph consists of four modules, each of which is built around a 128 x 128 pixel array. The detectors
are arsenic-doped silicon (Si:As) at the lower half of the bandwidth for each of the low- and high-
resolution spectrometers, and antimonide-doped silicon (Si:Sb) at the upper half of the bands for
both. The Multiband Imaging Photometer for Spitzer (MIPS) is designed to provide photometry and
super resolution imaging as well as efficient mapping capabilities in three wavelength bands cen-
tered near 24, 70, and 160 microns. The MIPS 24 micron detector is a 128 X 128 pixel arsenic-doped
silicon (Si:As) array, identical to those used by the IRS instrument. MIPS uses a 32 X 32 gallium-
doped germanium (Ge:Ga) array for 70 microns and a 2 X 20 Ge:Ga array, mechanically stressed
to extend its photoconductive response to 160 microns. Onboard calibrators are provided for
each array. Additionally, MIPS has a scan mirror to provide mapping with very efficient use of
telescope time.
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Cryogenic missions like Spitzer have a finite lifetime. Therefore, it is crucial to plan observations
such that both the science return and mission lifetime are maximized. In the case of the Spitzer
telescope, this was achieved by operating the three instruments in the following sequence: IRAC
for about nine days, followed by MIPS for about eight days, and finally IRS for about six days. Since
MIPS makes observations at the longest wavelengths, it requires the telescope to be the coldest. The
telescope is therefore cooled down just prior to the MIPS campaign. Once the MIPS campaign is
over, the telescope temperature is allowed to drift upward slowly, reducing the amount of cryogen
needed. Since the IRAC instrument operates at the shortest wavelengths, it can tolerate the
increased telescope temperatures best. Using this scheme, the Spitzer telescope operated for longer
than five years before the superfluid helium was exhausted. Once this happened, the telescope tem-
perature naturally increased, and observations at the longer wavelengths were no longer possible.
However, the shorter wavelength bands of the IRAC instrument were still able to acquire useful
images, even at the elevated telescope temperatures. Spitzer mission ended in January 2020.

4.6.5 2001 Mars Odyssey Thermal Emission Imaging System (THEMIS)

THEMIS is one of five instruments on the Mars Odyssey spacecraft that was launched on April 7,
2001, and reached Mars on October 23, 2001. After three months of using the Martian atmosphere
to aerobrake, it finally reached a nearly circular orbit of approximately 400 km altitude.

The THEMIS instrument consists of two push broom spectrometers; one that operates in the
visible (5 bands), and one that operates in the thermal infrared (9 distinct bands) part of the spec-
trum. The telescope is an all-reflective, three-mirror /1.7 anastigmatic design with an effective
aperture of 12 cm and an effective focal length of 20 cm. A dichroic beam splitter separates the
visible and infrared radiation. The infrared detector is a 320 X 240 silicon micro-bolometer array
with a field of view of 4.6° crosstrack by 3.5° downtrack. The thermal infrared bands are centered
at 6.78, 7.93, 8.56, 9.35, 10.21, 11.04, 11.79, 12.57, and 14.88 microns. The resolution from orbit is
about 100 m/pixel, and the images cover a swath that is 32 km wide. The instrument mass is about
12 kg, and it consumes an average of 12’ W of power. The compressed data rate from the infrared
instrument to the spacecraft is 0.6 Mbits/sec. An excellent review is given by Christensen
et al., 2004.

THEMIS has mapped the whole planet, both day and night, at a per pixel resolution of 100 m
in the infrared and most of the planet at 18 m pixel resolution in the visible. Figure 4.18 shows
a day/night pair of THEMIS images of crater ejecta in the Terra Meridiani region on Mars. The
day-time image brightness is affected by both the morphological and physical properties of the
surface. Morphological details are enhanced by the fact that the slopes facing the sun are
warmer than those that face away from the sun. This difference in temperature mimics the
shadowing seen in visible images. In these images, the physical properties are dominated
by the density of the materials. The dust-covered areas heat up faster than the exposed rocks.
Therefore, the brighter areas in the day-time images are typically dust-covered, while the dar-
ker areas are rocks. Infrared images taken during the nighttime exhibit only the thermophy-
sical properties of the surface. The effect of differential heating of sun-facing versus non-sun-
facing areas dissipates quickly at night. The result is that physical properties dominate as dif-
ferent surfaces cool at different rates through the nighttime hours. Rocks typically have higher
thermal inertia, cool slowly, and are therefore relatively bright at night. Dust and other fine-
grained materials have low thermal inertia, cool very quickly, and are dark in nighttime infra-
red images.
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Figure 4.18 Day and night thermal infrared images of crater ejecta in the Terra Meridiani region on Mars,
acquired by the THEMIS instrument on the Mars Odyssey spacecraft. Source: Get permission. Found image on
JPL website.

Figure 4.19 shows a false-color THEMIS infrared image that was acquired over the region of
Ophir and Candor Chasma in Valles Marineris on Mars. The image was constructed using infrared
filters centered at 6.3, 7.4, and 8.7 pm. The color differences in this image represent compositional
differences in the rocks, sediments, and dust that occur in this region of Mars.

4.6.6 Advanced Very High Resolution Radiometer (AVHRR)

The AVHRR instrument is a cross-track scanning radiometer that measures emitted radiation in
four (for the AVHRR/1) to six (for the latest AVHRR/3) bands ranging from the blue visible band
to the thermal infrared. Table 4.3 shows the imaging bands and their main application for the
AVHRR/3 instrument.
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Figure 4.19 False-color THEMIS infrared image of the Ophir and Candor Chasma region of in Valles Marineris
on Mars. Source: Get permission. Found image on JPL website.

Table 4.3 AVHRR instrument parameters.

Band Wavelength in IFOV in

number microns milliradians Typical use

1 0.58-0.68 1.39 Daytime cloud and surface mapping

2 0.725-1.1 1.41 Land-water boundaries

3(A) 1.58-1.64 1.30 Snow and ice detection

3(B) 3.55-3.93 1.51 Night cloud mapping; Sea surface
temperature

4 10.30-11.30 1.41 Night cloud mapping; Sea surface
temperature

5 11.50-12.50 1.30 Sea surface temperature

The AVHRR instruments are carried on the polar orbiting satellites operated by the United States
National Oceanic and Atmospheric Administration (NOAA). The satellites orbit at an altitude of
833 km, with an orbit inclination of 98.9°, and complete14 orbits each day. The AVHRR telescope is
an 8-inch afocal, all-reflective Cassegrain system. Cross-track scanning is provided by an elliptical
beryllium mirror rotating at 360 rpm (six times per second) about an axis parallel to the Earth. Each
scan spans an angle of +55.4° from the nadir, for a total swath width of 2399 km. The IFOV of each
sensor is approximately 1.4 mrad giving a resolution of about 1.1 km at the nadir point.
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January 1-5

E N

0 30

Average sea surface temperature in degrees celsius

Figure 4.20 Mean sea surface temperature for the period 1987-1999. The top panel is for the January 1-5,
and the bottom panel is for July 4-8. Source: Get permission from PO.DAAC.

The thermal infrared channels of the AVHRR imagers are used to produce maps of sea surface
temperature (McClain et al., 1985; Walton, 1988). Figure 4.20 shows the mean sea surface temper-
ature for the years 1987-1999 for January 1-5, and July 4-8, respectively. Clear seasonal differences
are evident in these images, with warmer water extending further north in July, and further south
in January. Figure 4.21 shows the sea surface temperature for the last week in December for the
years 1996-1998. The anomalously high sea surface temperatures associated with the 1997 El Nifio
weather pattern in 1997 are clearly shown in the middle panel.
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Sea surface temperature in degrees celsius

Figure 4.21 Weekly averages of the sea surface temperature for a portion of the Pacific Ocean for the last
week in December for the years 1996-1998. The anomalously high sea surface temperature in 1997 is
associated with the EL Nino weather pattern. Source: Get permission from PO.DAAC.

Exercises

4.1 Plot the ratio of the thermal emission from two blackbodies with temperatures of 300 and
6000 K. Cover only the spectral region from 5 to 25 pm.

4.2 Compare the reflected and emitted energy from the earth’s surface over the 5-25 pm spectral
region. Consider the case of surface material with reflectivity equal to 0.1, 0.5, and 0.9.
Assume that the sun is a blackbody with a temperature of 6000 K, and that the total energy
density at the earth’s surface is 1.1 kW/m?. The earth is a graybody with a temperature of
300 K. Neglect the effects of the atmosphere.



4.3

4.4

4.5

4.6

4.7

4.8

4.9

4.10

Exercises

Repeat the previous exercise for the case of Mercury, Mars, and Europa (one of the Jovian
satellites), assuming their surface temperatures to be 640, 200, and 120 K, respectively.

Derive the expression for the wavelength of maximum emittance 4,, given in Equation (4.4).
What is the corresponding wavelength for maximum photon emittance?

Calculate the total emissivity factor for a 300 K body characterized by the following spectral
emissivity:
_ {01 for —AA<A< AL
£ 0.5 elsewhere

Consider the cases of 1, = 8, 10, and 20 pm, and A4 = 0.1 and 1 pm.

Consider a medium which consists of a half-space characterized by a normal emissivity of
£1(4) when exposed to free space, overlaid by a layer of thickness L of a material with normal
emissivity of &,(4) when exposed to free space. Assuming that the layer is lossless, calculate the
total normal emissivity of the medium as a function of wavelength and L.
Now assume that the layer has a loss factor of a(1). What would the total emissivity be in
this case? Plot the total emissivity as a function of 4 for the following cases:
@ ) =02, &(1) = 0.6, a()L =05

®) (1) =06, e2(2) =02, a)L=0.5

© ) =06, &) =02, a(M)L =20

@ ) =06, e2(2) =02, a()L =01

Using Figure 4.5a, plot the difference AT = T(¢) — T(t + 12 hours) as a function of times for
different values of thermal inertia. What is the best time pair to achieve the best discrimi-
nation? Plot the corresponding AT as a function of thermal inertia P.

Assume a homogeneous half-space with initial temperature T,. At the time ¢t = 0 a sudden
increase in solar illumination occurs. Derive the expression of the surface temperature as a
function of time.

Consider a surface of the following materials: limestone, montmorillonite, kaolinite, olivine
basalt, and quartz monzonite. Using Figure 4.10 select a set of observation wavelengths that
would allow the discrimination and identification of these five materials. State the identi-
fication criteria.

Consider an imaging thermal sensor in orbit at altitude k. The filter/detector has a sensitive
bandwidth A/ around the central response wavelength 4, The optics has a collector area A
and is such that the detector covers a surface area S on the surface of the earth. The surface
emissivity is € and its temperature is 7.
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(a) Derive the expression giving the total number of emitted photons N which are collected
by the sensor.

(b) Plot N as a function of T for the following case: 4o = 10 pm, A1 = 1 pm, A = 400 cm?,
S =0.25km? h = 600km, and £ = 0.8.

(c) How sensitive should the detector be in order to detect changes of less than 1 K over the
range of T from 270 to 315K.

(d) Repeat (b) and (c) for the case S = 0.1 km? and A1 = 0.25 pm.
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5

Solid-Surface Sensing: Microwave Emission

Thermal radiation from natural surfaces occurs mainly in the far infrared region; however, it
extends all through the electromagnetic spectrum into the submillimeter and microwave region.
In this latter region, the radiant emittance is given by the Rayleigh-Jeans approximation of
Planck’s law, which corresponds to the case of ch/A < kT. In this limit, the spectral radiant emit-
tance is given by:

_ 2mckT

s@) =25 (5.1)

where S(1) is in W/m?. Usually, in microwave radiometry, S(1) is expressed in terms of energy per

unit frequency. The transformation is given by
c c
v=o- dv=— Fdi

and

/12

| S(wdv | = |S(2) d2|— S@) ="

S(2) (5.2)

Thus,

2zkT  27kT
S(v) = 2 =2 2

(5.3)

where S(v) is in W/m? Hz. The surface radiance or brightness B(6, v) is related to S(v) by:

(27 (/2
B(0,v) cos@ dY :J J B(0,v) cos@sin@ do de,

0 Jo

Sv) = J

Q

i.e., the surface brightness is the spectral radiant emittance per unit solid angle. If the brightness is
independent of 6, the surface is called Lambertian:

S(v) = #zB(v)
and the surface brightness (units of W/m? Hz steradians) is given by:

2kT  2kT ,
= —V

Bu="Zg =2

(5.4)

The Rayleigh-Jeans approximation is very useful in the microwave region. It is mathematically
simpler than Planck’s law, and it can be shown that the difference between this approximation and

Introduction to the Physics and Techniques of Remote Sensing, Third Edition. Charles Elachi and Jakob van Zyl.
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Planck’s law is less than 1% if v/T < 3.9 x 10® Hz K. For example, for a blackbody at 300 K, the
Rayleigh-Jeans approximation holds as long as v < 117 GHz.

5.1 Power-Temperature Correspondence

In the case of a graybody with emissivity €(0), the radiant power per unit bandwidth emitted from a
surface element ds in a solid angle dQ' is equal to:

2kT

P(v) = - € (0) ds dQ’ (5.5)

An aperture with effective area A at a distance r from the surface element would represent a solid

angle of dQ' = A/4xr”. Therefore, if we have a linearly polarized antenna at distance r of effective

area A and normalized pattern (i.e., equal to unity at the boresight) G(6, ¢) intercepting the emitted
field, the power collected in a spectral band dv is (replacing dQ' by A/4zr):

2kT
p(v) = 2

where dQ = ds/4xr” is the solid angle of the emitting elementary area as viewed from the antenna.
The factor ; is due to the fact that the emitted radiation is unpolarized and the polarized antenna
will detect only half the total incident power (see Chapter 2). The total received power in a spectral
band Av can then be expressed as

p - AkTJ J € (a)G(aﬁ) dQ dv 57)
AvJQ

Usually Av < v, then:

G(6,4)dsA dv _ AT

0 a2t
€ () 2 4rr? e

€ (0)G(6,¢) dQ dv (5.6)

_ AKT Av

p=2 Le(ﬁ)G(G,qﬁ) do (5.8)

This expression can be written as
P, = kTeqAv (5.9)

with Teq given by the following equivalent expressions:

Teq = i—fJ € (0)6(0,) dO

_ 1€ 0)6(0.9) o
_ u

Ta= 4| € ©20.9) do

where
22
Qy = 1 = antenna beam solid angle

4rA
8(0.¢) = Z—ZG(G, ¢) = antenna gain



5.2 Simple Microwave Radiometry Models

Thus, the effective temperature observed by the receiver is equal to the surface temperature mul-
tiplied by a factor that depends on the surface angular emissivity and the receiving antenna pattern.
In order to derive accurately the surface temperature from microwave radiometer measurements, it
is necessary to account for the antenna pattern. In the case of planets with atmospheres, the effects
of atmospheric emission and absorption are usually significant, as will be discussed in Chapter 8.

5.2 Simple Microwave Radiometry Models

The derivation of the equivalent temperature in the previous section assumed that the graybody is
the only source of radiation. Figure 5.1 shows the more realistic case where a graybody surface at a
temperature T, is radiating in the presence of the sky, which is at an equivalent temperature Ty. If
the planet has no atmosphere, T is a constant value. On the other hand, if the planet has an atmos-
phere, T is larger when looking toward the horizon, because of the thicker atmosphere as measured
along the line of sight. The two contributions to the radiated energy in this case are the emitted
energy from the surface, which is the same as that discussed in the previous section, and the energy
originally radiated by the sky, and subsequently reflected by the surface. Putting these two contri-
butions in Equation (5.5), and following the same derivation as in the previous section, one finds
that the equivalent microwave temperature of this surface can be expressed as:

Ti(0) = ()T, + €(0)T, (5.10)

where i indicates the polarization. The above simple expression assumes clear atmosphere (no
cloud emissions) and neglects atmospheric absorption. The emissivity €; and reflectivity p; are
related by €; = 1 — p;; therefore,

Ti(0) = Tg + pi(0) (Ts — Tg) (5.11)
or
Ti(0) = Ty + €i(0) (T, — Ts) (5.12)

To illustrate, let us consider the case of a sandy surface of dielectric constant equal to 3.2 (i.e.,

n =+/3.2). Figure 5.2a shows the surface reflection coefficient and the corresponding surface

Ts

Figure 5.1 The total energy radiated from the surface consists of the energy emitted by the surface plus the
energy reflected by the surface.
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Figure 5.2 (a) Observed radiometric temperature of a half-space with dielectric constant € = 3.2 and
temperature T, =275 K. The radiometric temperature graphs in (b), (d) and (c), (e) correspond, respectively, to a
planet with atmosphere or without atmosphere.



5.2 Simple Microwave Radiometry Models

contribution to the total radiance temperature for both horizontal and vertical polarization. The
reflectivity p, goes to zero at the Brewster angle 6, = 60.8°. Figure 5.2b and c shows the contribution
of the sky temperature for the case of a planet without atmosphere (Ty(0) = T, = constant) and the
case of a planet with atmosphere (T(0) is larger toward the horizon). Figure 5.2d and e shows the
resulting total microwave brightness temperature. It is clear that the measured value of T'is strongly
dependent on the observation angle, the polarization, and the model for the atmospheric temper-
ature. In general, the following is usually true:

T, = T, at the Brewster angle

T, — T} is maximum near the Brewster angle

T, = T, = T, for surfaces with very low dielectric constant, and T, = T}, = T for surfaces with very
high dielectric constant

The subscripts » and h correspond to vertical and horizontal polarization, respectively.

5.2.1 Effects of Polarization

The microwave brightness temperature depends on three independent factors: the surface temper-
ature Ty, the sky temperature T, and the surface dielectric constant or index of refraction n. The fact
that the brightness temperature at a certain angle is a function of the polarization allows us to
derive two of these parameters if the third one is known.

Let us assume that the sky temperature T is known. In the case of planets with no atmosphere or
if the atmosphere is transparent at the frequency of observation, Ty is basically the temperature of
space. This can be directly measured with the sensor by looking away from the planet. In the case
where the atmospheric contribution is significant, a model for T, must be used.

From Equation (5.12), we can then derive the following expression for the emissivity:

€ (0) _ T,(0) —Ts(0)
€n(0)  Tu(0)—Ts(6)

(5.13)

The measured ratio on the right-hand side of Equation (5.13), plus the theoretical expression for
€,(0)/€,(0) would then allow the derivation of the surface dielectric constant.

Once the dielectric constant of the surface is known, the emissivity at each of the two polariza-
tions can be calculated. Using this information, the surface temperature can then be derived from

Ti_Ts
Ty =T+

(5.14)

i

5.2.2 Effects of the Observation Angle

The fact that T), and T, have different dependence on the observation angle does allow the deriva-
tion of all three unknown natural parameters Ty, T,, and dielectric constant. One possible approach
is as follows.

By looking at T,(#) and T,(0) — T,(0), a peak should be observed near the Brewster angle (see
Fig. 5.2). Knowing this angle will allow the derivation of the surface dielectric constant. This in
turn will provide p,(6) and p,(6). Then from Equation (5.12), T, and T(#) can be derived.

In reality, the above approach most likely will be iterative. For instance, if it is found that the
derived T, varies with 6, then a mean value can be taken and another iteration made.
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5.2.3 Effects of the Atmosphere

The Earth’s atmosphere absorption is relatively small at frequencies lower than 10 GHz. Clouds are
also transparent at these frequencies. At higher frequencies, the absorption increases appreciably
mainly due to the presence of water vapor and oxygen. The water vapor absorption increases from
10~ dB/km at 10 GHz to 1 dB/km at 400 GHz for 1 g/m? density and 1 bar pressure. In addition,
sharp absorption lines are present at 22.2 GHz and near 180 GHz. Oxygen has strong absorption
lines at 60 and 118.8 GHz. The atmospheric absorption in the high-frequency region plays a major
role in the behavior of T, and in the transmission of the surface radiation. This effect is discussed in
detail in Chapter 9.

5.2.4 Effects of Surface Roughness

In a large number of situations, natural surfaces have a rough interface and contain near-surface
inhomogeneities. Thus, the surface reflectivity and emissivity are strongly dependent on the surface
roughness and subsurface inhomogeneities, and their expressions are fairly complex.

Assuming that the observation frequency is fairly high so that the subsurface penetration is neg-
ligible, the sky contribution to the microwave brightness can be expressed as:

2
By(v) = le—zyj Ts(0)0(0,0',¢)sin® do'd¢’ (5.15)
Q
where 6(0, &', ¢') is the scattering coefficient of a wave coming from direction (9’, ¢") into the direc-
tion of observation 6, the integral being over the hemisphere covering the sky. This expresses the
fact that incoming sky radiation from all directions can be partially scattered into the direction of
observation 0 (see Fig. 5.3).
Similarly, the contribution from the surface can be expressed as

2k1? /N ien ) /30
By(v) = c—ZTg 1—j 0(0,0,¢")sing" do'dg (5.16)
Q

Thus, the observed microwave temperature is:

T=T, [1 —J o(0,0,4')sin® d9’d¢’}
Q
(5.17)

+J T,(0)6(0,0,¢)sin@ do'dg’
Q

Figure 5.3 Geometry of wave scattering from a rough surface.



5.3 Applications and Use in Surface Sensing

Table 5.1 Microwave temperature of three representative types of material with Ty = 300 and T, =40K

Type of surface Index of Dielectric Normal reflectivity =~ Microwave temperature
material refraction constant p (K)
Water 9 81 0.64 134
Solid rock 3 9 0.25 235
Sand 1.8 3.2 0.08 280

If the sky temperature is independent of ¢, then
T=Tg+ (Ts— Tg)J c(6,0,¢')sing do'd¢’ (5.18)
Q

which is identical to Equation (5.12), except the surface reflectivity p(@) has been replaced by its
equivalent in the case of a rough surface, that is the integral of the backscatter cross section.

5.3 Applications and Use in Surface Sensing

In the case of a graybody surface, the radiant power emitted is a function of the surface temperature
T and its emissivity € Equation (5.5). The emissivity in turn is a function of the surface composition
and roughness.

The range of variation of P(v) as a result of variation in surface temperature is usually fairly lim-
ited. In the case of the Earth, variations in temperature at one location as a function of time would
rarely exceed 60 K, which gives a relative variation of about 20% (60 K relative to 300 K).

Variations due to change in surface composition or roughness are much larger. To illustrate, if we
consider the case of nadir observation of three types of smooth materials such as water (n ~ 9 at low
microwave frequencies), solid rocks (n ~ 3), and sand (n ~ 1.8) at a thermodynamic temperature of
300K, the variations in the equivalent surface microwave temperature can easily double (see
Table 5.1).

5.3.1 Application in Polar Ice Mapping

One of the most useful applications of spaceborne microwave radiometry for surface studies is in
the mapping of polar ice cover and monitoring its temporal changes. The large emissivity difference
between ice and open water (their dielectric constants are approximately 3 and 80, respectively)
leads to a strong contrast in the received radiation, thus allowing easy delineation of the ice cover.
The key advantage of the microwave imaging radiometer, relative to a visible or near-infrared
imager, is the fact that it acquires data all the time even during the long dark winter season and
during time of haze or cloud cover.

To illustrate, let us consider the case of normal incidence and specular reflection. From Equa-
tion (5.11), the difference between the radiometric temperatures of two areas a and b with the same
thermodynamic temperature is:

AT =To— Ty = (py—pp)(Ts = Tg) = Ap(Ts— Ty)
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where

= () = (5

In the case of ice (¢ = 3) and water (¢ = 80), we have

p(ice) = 0.07
p(water) = 0.64
— Ap =0.57

Usually Ty ~ 50 K and the surface temperature of the ice is T, = 273 K; then AT = 127 K which is
significant. Because of its higher reflectivity, the water surface will look significantly cooler than the
ice surface.

If the nature of the ice changes (in salinity, ice age, etc.), a slight change in ¢ results. This in turn,
causes the reflectivity of the surface to change slightly. This change can be written as

Ap = 2Ae
VR

Thus, if € = 3 and Ae = 0.6 (20% change), then

(5.20)

A
2P~ 034 — Ap =0.34 X 0.07 = 0.024
p

and
AT = 5.4°K

which is well above the sensitivity of modern orbiting radiometers.

Figures 5.4 and 5.5 show examples of microwave radiometer data covering the northern and
southern polar regions at different times of the year. The changes in the ice cover are clearly appar-
ent. In the ice-covered area, the changes in brightness temperature are mainly due to changes in the
nature and composition of the ice.

5.3.2 Application in Soil Moisture Mapping

The fact that water has a high microwave dielectric constant, and therefore low emissivity, in com-
parison to most natural surfaces leads to the possibility of mapping variations in the soil moisture.
The variation of the surface dielectric constant as a function of soil moisture has been measured by a
number of researchers for different soil types. Figure 5.6 shows such an example and the corre-
sponding variations in emissivity and brightness temperature for an illustrative surface and sky
temperature. It is apparent that the brightness temperature variations are significant. For unfrozen
soils, the surface microwave brightness temperature at L-band (1.4 GHz) decreases by as much as
70 K or more (depending on the vegetation cover) as the soil moisture increases from dry to satu-
rated. By inverting this relationship, soil moisture can be measured radiometrically with an accu-
racy of better than 0.04 g/cm?, under vegetation cover of water content up to about 5 kg/m? (typical
of mature crops and shrubland). Soil moisture estimation will thus be feasible over about 65% of the
land surface. Above this threshold the soil moisture estimation accuracy degrades significantly as
the attenuation by vegetation masks the soil emission. These retrieval accuracies have been demon-
strated by airborne L-band radiometers over a range of natural and agricultural terrains. As an
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Figure 5.4 Microwave images of the north polar region. The main image corresponds to the maximum extent
of ice in the winter. The inset corresponds to its minimum extent in the summer. See color section.

example, Figure 5.6 shows results from the ESTAR airborne instrument obtained during the 1997
Southern Great Plains Experiment in Oklahoma.

To retrieve the soil moisture from the measured microwave temperature, models typically
assume the radiation to come from a horizontal surface at temperature T, covered by a uniform
canopy of vegetation that is at a temperature T,.. The radiation from the underlying soil surface
is attenuated by the vegetation canopy. This attenuation is characterized by an optical depth =
(see Chapter 9) that related to the vegetation water content according to

T = bW, (5.21)

The constant b is a vegetation opacity coefficient that is determined experimentally and has a
value of approximately 0.1 at L band. Following the same derivation as for the bare surface in
the previous section, it is possible to write the microwave temperature of this combination as

T=(1—-p)Tee "+ Te(1—e"7) + pTe(1—e ")e ™" (5.22)

The subscript i refers to the polarization (either horizontal or vertical). The first term represents
the radiation from the underlying soil as attenuated by the vegetation. The second term is the
upward radiation from the vegetation layer, and the third term is the downward radiation from
the vegetation layer that is reflected by the underlying soil surface. Note that both the optical depth
7 of the vegetation the soil reflectivity p; are functions of the incidence angle 6.

167



168 | 5 Solid-Surface Sensing: Microwave Emission

Figure 5.5 Microwave images of the south polar region. The main image corresponds to the maximum extent
of ice in the local winter. The inset corresponds to its minimum extent in the local summer. See color section.

6/29/1997 6/30/1997 7/01/1997 7/02/1997 7/03/1997

Figure 5.6  Soil moisture distribution measured with the ESTAR radiometer as part of the Southern Great
Plains Experiment in Oklahoma in 1997.
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Figure 5.7 (a) Relative dielectric constants of sandy and high-clay soils as a function of volumetric moisture
content at 1.4 GHz. Source: Ulaby et al. (1982). (b) Measured normalized (relative to surface temperature)
antenna temperature of a smooth surface function of angle for various soil moistures. Source: Newton and
Rouse (1980). © 1980, IEEE.

The soil reflectivity is related to the soil moisture content through the dielectric constant (see
Fig. 5.7) and is modified by surface roughness. Therefore, to estimate the soil moisture, we need
to infer the soil reflectivity from Equation (5.22). The problem can be simplified by recognizing that
for dawn (6:00 a.m. local time) orbit overpasses, the soil and vegetation temperatures are approx-
imately equal to the surface air temperature, and the brightness temperature can be written:

T=Ta(l—pe %) (5.23)

where T, is the surface air temperature.

The basic soil moisture retrieval approach is to invert Equation (5.23) for the surface reflectivity
using a single radiometer channel (L-band, horizontal polarization) and ancillary information to
estimate and correct for T, and W, (Jackson and le Vine, 1996). Once the surface reflectivity is
known, the surface dielectric constant is calculated using the Fresnel equations. Finally, the surface
soil moisture is estimated from its dielectric constant using a dielectric mixing model. This
approach has been used in several studies (e.g., Jackson and Hsu, 2001) with excellent results.
Ancillary information on landscape, topography, and soil characteristics can be used to improve
the soil moisture retrieval by providing a surface roughness correction and soil texture information
for use with the dielectric mixing model.

If both vertical and horizontal polarizations are used in the measurement, a two-channel retrieval
approach can be implemented for estimating soil moisture. Multichannel retrieval approaches are
based on the premise that additional channels can be used to provide information on the vegetation
and/or temperature characteristics of the scene, so that reliance on ancillary data can be reduced.
Such approaches have been evaluated using both simulations and experimental data (Wigneron
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Figure 5.8 Anantenna with the pattern shown in (a) will measure a temperature profile slightly different than
the actual profile at a step discontinuity (b) due to radiation received through the sidelobes.

etal., 2000). The retrieval method involves adjusting the scene parameters until a best fit is achieved
between the computed and observed brightness temperatures.

5.3.3 Measurement Ambiguity

From Equation (5.9), it is apparent that the equivalent microwave temperature depends on the
nature of the antenna pattern and on the behavior of €(@) as a function of 6. As illustrated in
Figure 5.8, this can lead to errors due to radiation collected via the sidelobes and misinterpreted
as radiation in the main lobe.

If the surface temperature T varies as a function of x, as indicated in Figure 5.8, the measured
temperature is equal to (considering a one-dimensional surface):

Teg = iJT(e) € (0)6(0) dO (5.24)

Qo
where tan @ = x/h and h is the sensor altitude. As the antenna moves over the surface, the measured
brightness temperature is a convolution integral between the normalized antenna gain G(0) and the
effective surface brightness €T. A similar expression can be derived in the more real case of a two-
dimensional surface.

The extent of the measurement ambiguity can be characterized by the fraction of the total meas-
ured temperature contributed by the sidelobes. This fraction is:

G(9) dQ
F=1- J‘QOL (5.25)
fZﬂG(e) dQ
where Q is the main lobe solid angle. In the one-dimensional case, this is equal to:
0
°G(9) do
_ )0 00 (5.26)

[77G(e) de

This fraction depends on the type of antenna and on any tapering used to reduce the sidelobes.

5.4 Description of Microwave Radiometers

In almost all surface applications, imaging microwave radiometers are used instead of nadir line
scan systems. In real-aperture radiometers, the imaging is achieved by mechanically or electroni-
cally scanning the receiving antenna beam across the swath. The satellite motion allows the
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imaging along the swath. Synthetic aperture radiometers utilize interferometry principles origi-
nally developed in radio astronomy to measure the visibility function of the scene, from which
the actual radiometer image can then be constructed.

An imaging radiometer consists of three basic elements: (1) an antenna and its associated
scanning mechanism or series of correlators, which collects incoming radiation from specified
beam pointing directions; (2) a receiver, which detects and amplifies the collected radiation within
a specified frequency band; and (3) a data handling system, which performs digitizing, multiplex-
ing, and formatting functions on the received data as well as other calibration and housekeeping
data. After transmission to the ground, the sensor data are then (1) converted to units of antenna
temperature using calibrated references, (2) corrected for antenna pattern effects and atmospheric
effects to derive surface microwave temperature, and (3) interpreted to derive geophysical para-
meters such as surface temperature and soil moisture. For example, in the case of polar ice map-
ping, some of the desired geophysical data are the extent, percent coverage, and motion of the
ice cover.

5.4.1 Antenna and Scanning Configuration for Real-Aperture Radiometers

The antenna size L and the operating wavelength 1 define the angular resolution of the sensor as
(5.27)

If we assume that the antenna is circular, the antenna beam spot directly underneath the satellite
will also be circular, corresponding to a surface resolution of

ik

r = ho, I

(5.28)
where h is the altitude of the satellite. If the antenna points away from the nadir direction, as is the
case with scanning systems, the beam spot is no longer circular, and becomes both bigger and more
elongated in the direction along the line of sight. In this case, the spot size in the two directions can
be approximated by

Ah Ah

_ = 5.29
7 Lcoso "I Lcos?20 ( )

where 6 is the angle with respect to nadir at the center of the beam. The subscripts L and || refer to
the directions perpendicular and parallel to the line of sight of the antenna. These expressions
assume uniform illumination of the aperture. If weighted illumination (apodization) is used, the
resolutions will be slightly larger—see Chapter 3.

A wide variety of antennas have been used with imaging radiometers. They are mainly of the
reflector type or waveguide array type. In order to get wide coverage, the beam is scanned either
mechanically, which is commonly done with reflector antennas, or electrically, which is commonly
done with phased-array antennas. One particular scan geometry which has become popular for
both reflector antennas and phased arrays is the conical scan, in which the beam is offset at a fixed
angle from nadir and scanned about the vertical (nadir) axis (see Fig. 5.9). The beam thus sweeps
the surface of a cone. If the full 360° of a scan is utilized, double coverage fore and aft of the space-
craft is obtained. The main advantage of this type of scan is that the angle of incidence of the
antenna beam at the Earth’s surface is constant, independent of scan position. In addition, the line
of sight through the atmosphere is also of constant length. This significantly increases the accuracy
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Figure 5.9 Geometric configurations for a conically scanned imaging radiometer.

with which the brightness temperature data can be interpreted in terms of changes in the surface
parameters. The constant path through the atmosphere relaxes the need to know accurately the
effects of the atmosphere on the propagating waves.

5.4.2 Synthetic Aperture Radiometers

One of the drawbacks of real-aperture radiometers is the relatively limited resolution of the images.
For example, a radiometer operating at 1.4 GHz using a 6 m diameter antenna in a conical scan at
45° from an orbit altitude of 500 km, will have a resolution of about 37 km, not taking into account
the spherical shape of the earth. This is not sufficient for some applications that require higher res-
olution local imaging.

Synthetic aperture radiometers promise much improved spatial resolution from space. They are
implemented using an interferometric configuration in which two (or more) antennas are used to
measure the radiation from the scene simultaneously. The separation between any pair of antennas
is known as the baseline of the interferometer. As we shall show below, the measurement from each
baseline represents a point in the Fourier transform of the scene. The image of the scene is produced
by inverting this measured Fourier transform.

To illustrate the principle of synthetic aperture radiometry, consider the idealized single-baseline
interferometer shown in Figure 5.10. The two antennas are assumed to be identical, and are phys-
ically separated by a distance B. These antennas are receiving the radiation from a point source that
is far enough away from the antennas that we can assume the waves to travel along parallel “rays”
as shown in the figure. The waves from the point source arrive at an angle 6 with respect to the
direction perpendicular to the interferometer baseline, from a direction aligned with the axis of
the baseline. The voltage from each antenna is amplified, and the two voltages are cross-correlated
and the result integrated.
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Figure 5.10 Ideal single-baseline interferometer showing the signal arriving from an off-axis source.

Assuming that the “voltage” antenna pattern is represented by A(6), we can write the received
signals as

V1(6) = A(0)Eoe k@ + ), v,(0) = A(9)Eyel” (5.30)

where Ey and ¢ are the amplitude and phase of the incoming radiation, respectively. The difference
in the path length to the two antennas, d, is a function of the baseline length, and is given by

d = Bsin6 (5.31)

After these signals are amplified, they are cross-correlated and integrated. The result is the com-
plex visibility function of the interferometer, and is given by

V(6) = V1(0)V5(6) = |A(6)’[Eo|*e (5:32)

Figure 5.11 shows the real part of the theoretical visibility function for two antennas, each with a
diameter of 0.5 m, separated by a 10 m baseline. The wavelength is 21 cm. The dotted line is the
antenna pattern |A(0)I? for the two individual antennas.

Now consider these two antennas to be mounted on an aircraft or spacecraft such that they point
to nadir, and the baseline is oriented horizontally, with the antenna separation in the cross-track
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Figure 5.11 Real part of a theoretical visibility function for a single-baseline interferometer. The baseline is
10 m, and the wavelength is 21 cm. The dotted line is the antenna pattern of an individual antenna, assumed to
be 0.5 m in diameter.

direction. This represents a one-dimensional implementation of aperture synthesis. To simplify the
discussion, we shall assume that the antennas have beams that are very narrow in the along-track
direction, but wide in the cross-track direction. The surface being imaged is an extended source of
microwave thermal radiation. The received signal in this case would be the integral over all solid
angles “seen” by the antennas in a narrow strip across-track:

—T

/2 o
Vs = J |A(0) *|Eo |50 dg (5.33)
/2

Here 0 represents the angle in the cross-track direction, measured relative to nadir. This expres-
sion is appropriate for the so-called “quasi-coherent” case where the product of the system band-
width and the integration time is much smaller than unity. If this is not the case, Equation (5.33)
should be modified to take into account the spatial decorrelation of the signals (see Thompson et al.
for more details). Using the Rayleigh-Jeans approximation for the incoming radiation, and writing
the visibility in terms of an equivalent temperature, we can show that the measured equivalent sur-
face temperature is

/2
Tun= | " AOF € @100 do (5.34)
—n/2
where Ty(6) is the actual surface temperature at each angle, €(0) is the emissivity of the surface at
that angle, and the subscript B refers to the baseline used in the measurement. Such a single base-
line measurement represents only a single measurement in the frequency domain. It is not possible
to reconstruct the one-dimensional profile of surface temperatures and emissivities from such a
single measurement. Ideally, Equation (5.34) should be repeated by varying the baseline length
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Figure 5.12 The ESTAR antenna spacings.

continuously from zero to infinity to cover the entire Fourier domain. In practice, these measure-
ments are made using a number of discrete baseline values that are determined by the physical
arrangement of the antennas. For example, the ESTAR (Le Vine et al., 1994) airborne system uses
five antennas spaced as shown in Figure 5.12. By combining these antennas in pairs, it is then pos-
sible to obtain all baselines with spacings of n1/2 with 0 < n < 7. Therefore, if we denote each dis-
tinct baseline by n1/2, we can rewrite Equation (5.34) as

/2 /2

JAO)” € (9)Tg(0)e™ % do :J /ZT(9)|A(9)\2e"""Si“" do (5.35)

Teg(n) = J
—n/2
This expression is a weighted Fourier Transform of the scene brightness temperature. To find the
actual profile of surface emissivity multiplied by surface temperature, Equation (5.35) must be
inverted using all the individual visibility measurements. However, in order to invert these mea-
surements, the Fourier plane must be sampled adequately. As we shall show below, combining the
visibility measurements can be thought of as synthesizing an antenna array. Any array synthesized
from discrete elements have an antenna pattern that shows maxima, known as grating lobes, at
angles where the signal path length differences as given by Equation (5.31) are multiples of 2z.
To ensure that we can invert the measurements to find the scene brightness temperature profile,
the individual antenna spacings must be such that the grating lobes fall outside the angles over
which we want to perform the brightness temperature measurement. If the individual antennas
have very wide beams, such as that of a half-wave dipole, the spacing has to be multiples of 1/2
(Ruf et al., 1988). If the individual antennas have narrower beams, the antennas can be moved fur-
ther apart. For our discussion, we shall assume that the antennas are spaced such that the individ-
ual baselines are
A

B":ni; n=0,+1,., +N (5.36)

In this case, the one-dimensional image reconstruction is (see Ruf et al., 1988)

N

TO)= > Teg(ne mn? (5.37)

n=—-N
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To show how this measurement improves the spatial resolution of the radiometer, note that we
can combine Equations (5.35) and (5.36)
/2 N
T(0) = J T()G(0,0) do; G(0,6')= Y |A(0)[esin0=snd) (5.38)
/2 n=-N
The quantity G(0, ") in Equation (5.38) is the gain of the “synthesized” antenna, which is a func-
tion of the physical positions of the antennas that form the baselines, weighted by the pattern of the
(identical) individual antennas. If these individual antennas have gain patterns that are nearly con-
stant over the range of angles that are of interest, G(0, 8') reduces to the well-known array factor in
antenna array theory. In that case, we can show that the synthesized antenna pattern is (see Ruf
et al., 1988)

sin [Z(2N + 1)(sin@— sin¢')]
sin [Z(sin@ — sin@')]

G0,¢) = (5.39)

Figure 5.13 shows the antenna patterns that would be synthesized in different directions if N =4
baselines are used. Using the Rayleigh criterion for angular resolution (see Chapter 3), the angular
resolution of the synthesized antenna in the nadir direction is

2 A
A = sin ! —— )~ — 5.40
(@)~ (540

The approximation holds if N > 1, and By,,.x = N2 is the maximum separation between any two
antennas in the array. This expression shows that the angular resolution of the synthetic aperture
radiometer is the same as that of an antenna of size equal to the maximum baseline.

1.0 A

—0— 60 Deg right
—3— 40 Deg right
—0— 20 Deg right
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—0— 20 Deg left
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Relative amplitude

Angle from nadir

Figure 5.13 Theoretical antenna patterns synthesized in different pointing directions if N = 4 baselines
are used.
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The analysis above assumed that the antennas are physically spaced every /2. This means that
there are many baselines that are synthesized more than once. Sparse or thinned arrays, such as the
ESTAR array, use minimum redundancy to synthesize all the baselines up to the maximum spa-
cing. This is most important in spaceborne applications, where the mass of the system must be
minimized. Ruff et al. reports case studies of several thinned array configurations, the largest which
would synthesize up to By,x = 1032 X 4/2 with only 63 elements.

In practice, the inversion of the visibilities is done by approximating the integral in Equa-
tion (5.35) by a sum

N
Ti= Y GumTms  Gum = |A(On) e 57" 20 (5.41)
m=1

There are a total of N such expressions corresponding to each of the N baselines. This can be
written in matrix form as

T,, = GT (5.42)

with Teq a vector with n elements, T = € T, a vector with m elements, and G a n X m matrix. In
practice, this will generally be an underdetermined set of equations, i.e., m > n. In that case, the
least squares solution for Equation (5.42) is

T={c"(c6") "}, (5.43)

The superscript T refers to the transpose of the matrix. The matrix G'(GG")™" is known as the
pseudo-inverse of G. This is the type of inversion that has been used for the ESTAR system (Le Vine
et al., 1994).

The discussion so far has been limited to improving the resolution in the cross-track direction,
such as in the case of the ESTAR instrument. In this case, antennas that are long in the along-track
direction are used to provide adequate resolution in that direction. The synthetic aperture concept
can easily be modified to the two-dimensional case. The proposed European Soil Moisture and
Ocean Salinity Mission (SMOS) will use antennas placed periodically on a Y-shaped structure to
provide two-dimensional aperture synthesis. With 23 antennas along each arm of the Y spaced
at distances of 0.894, an angular resolution of 1.43° can be realized (Bar4 et al., 1998; Kerr et al.,
2000). Figure 5.14 shows the theoretical antenna patterns for a Y-shaped configuration as proposed
for SMOS with identical weights assigned to all baselines in the inversion. The hexagonal symmetry
is clearly seen in the contour plot. The sidelobes are relatively high, and likely unacceptable for real
imaging applications. These can be reduced by applying a tapered weighting to the baselines, sim-
ilar to the apodization described in Chapter 3. Bar4 et al. shows antenna patterns for different types
of weighting.

5.4.3 Receiver Subsystems

The performance of a radiometer system is commonly reported as the smallest change in the scene
temperature AT that can be measured in the radiometer output. This performance is obviously
strongly influenced by the exact implementation of the radiometer receiver and processing system.
Radiometer receivers typically are of the superheterodyne type. The input signal to the radiometer
receiver is mixed with a local oscillator signal to produce an intermediate-frequency (IF) signal
which is then amplified, integrated, and detected (see Chapter 6). The input radiometer signal is
a random signal that is proportional to the temperature of the scene being imaged. This signal
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Figure 5.14 Theoretical pattern synthesized by a Y-shaped antenna configuration with 23 antennas per arm
spaced at distances of 0.891. No weighting is applied to the individual baselines.

is band-limited by the bandwidth B of the receiver system, and is typically referred to as the antenna
temperature T,. The receiver electronics also generate thermal noise that is added to this incoming
signal, and is likewise characterized by an equivalent receiver temperature Ti... If this combined
signal is integrated for a time period 7, it can be shown that the ratio of the fluctuating part to the
average is 1/ v/Br. If we can assume that the system parameters (gain, etc.) are constant, it can be
shown that such a total power radiometer would have the ideal sensitivity

Ta + Trec

VBt

Unfortunately, in practice, it is not possible to completely remove temporal variations in system
parameters. If the receiver gain fluctuates by an amount AG around its nominal value G;, an addi-
tional fluctuation in the radiometer output is generated. In this case, because the gain fluctuations
are statistically independent from the random fluctuations of the incoming signal and the signal
generated inside the receiver, the sensitivity of a total power radiometer will be reduced to

ATigeal = (5.44)

2
ATrp = (Tq + Trec) 1y (AGS> (5.45)
Br G,

To reduce the effects of gain fluctuations, most spaceborne radiometers are of the Dicke-switched
superheterodyne type. An example of such a system is shown in Figure 5.15. Following the antenna,
a switch determines what is to be fed into the receiver, the antenna signal or a calibration signal.
Measurements of the calibration targets are used later in the data processing to calibrate the signal
data. The Dicke switch switches periodically at a high rate between the incoming signal and a
known reference source. A synchronous detector at the other end of the receiver demodulates
the signal. By these high-frequency comparisons of the signal with a known reference source,
the effect of low-frequency gain variations in the amplifiers and other active devices is minimized.
In this system, the critical noise component is the mixer, and considerable effort is made to keep it
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Figure 5.15 Example of a radiometer block diagram.

as low-noise as possible to improve the receiver sensitivity. If the equivalent temperature of the
reference source is Tyr, the sensitivity of the Dicke radiometer can be written as

2Ty + Tree)® + 2(Tret + Trec)? AG;\ >
ATDicke:\/( s + Trec) BT( et & Toee)” | ( GS> (Ta—Tret)’ (5.46)

N

In the special case where T,.r = T,, the radiometer is known as a balanced Dicke radiometer, and
the sensitivity becomes

Ta + Trec
VBt

Various different techniques are used to balance Dicke radiometers. Details are provided by
Ulaby et al., Chapter 6.

ATvatanced = 2 = 2ATgeal (5'47)

5.4.4 Data Processing

The data are first calibrated by converting the radiometer output voltage levels to antenna tempera-
ture, referenced to the antenna input ports. The data calibration process uses prelaunch calibration
tests as well as the radiometric data from the calibration targets of known microwave temperature.

The next step is to derive surface microwave brightness temperature. The antenna receives radi-
ation from regions of space defined by the antenna pattern. The antenna pattern is usually strongly
peaked along the beam axis, and the spatial resolution is defined by the angular region over which
the antenna power pattern is less than 3 dB down from its value at beam center. However, all anten-
nas have sidelobes and some of the received energy comes from outside the main 3 dB area. Thus,
some ambiguities occur as discussed earlier.
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In the case of synthetic aperture radiometers, the data processing involves inverting the visibility
measurements as described earlier. A weighting is typically applied to the individual visibilities dur-
ing the inversion. For more details, see Le Vine et al., 1994, or Bard et al., 1998.

5.5 Examples of Developed Radiometers

A number of microwave radiometers have been flown on Earth-orbiting and planetary missions.
For illustration, this section gives brief descriptions of a number of recent ones, as well as some
proposed missions.

5.5.1 Scanning Multichannel Microwave Radiometer (SMMR)

SMMR was launched on Seasat and Nimbus 7 satellites in 1978, and is a five frequency (6.6, 10.7, 18,
21, and 32 GHz) dual polarized imaging radiometer. Its characteristics are given in Table 5.2, and a
view of the sensor is shown in Figure 5.16. It consists of six independent Dicke-type superhetero-
dyne radiometers fed by a single antenna. Figure 5.17 shows a block diagram of the SMMR sensor.
At 37 GHz, two channels simultaneously measure the horizontal and vertical components of the
received signal. At the other four frequencies the channels alternate between two polarizations dur-
ing successive scans. In this manner, 10 data channels, corresponding to 5 dual-polarized signals,
are provided by the instrument. The ferrite switches, isolator, and reference and ambient loads are
packaged as a single unit for low-loss and isothermal operation. The mixers are Shottky-barrier
diode, balanced, double-sideband mixers with integral IF preamplifiers having a 10- to 110-MHz
bandwidth. The local oscillators are fundamental-frequency, cavity-stabilized Gunn diodes.

The SMMR has a scanning antenna system, consisting of an offset parabolic reflector with a 79-
cm diameter collecting aperture and a multifrequency feed assembly. The antenna reflector is
mechanically scanned about a vertical axis, with a sinusoidally varying velocity, over a +25% azi-
muth angle range. The antenna beam is offset 42° from nadir; thus the beam sweeps out the surface
of a cone and provides a constant incidence angle at the Earth’s surface. Calibration is achieved by
alternately switching in a “cold horn” viewing deep space and a “calibration load” at instrument
ambient temperature at the scan extremes. The multifrequency feed horn is a ring-loaded corru-
gated conical horn with a sequence of waveguide tapers, resonators, and orthomode transducers

Table 5.2 SMMR instrument characteristics (nominal).

Characteristics 1 2 3 4 5
Frequency (GHz) 6.6 10.69 18 21 37

RF bandwidth (MHz) 220 220 220 220 220
Integration time (msec) 126 62 62 62 30
Sensitivity, AT;y,s(K) 0.9 0.9 1.2 1.5 1.5
Dynamic range (K) 10-330 10-330 10-330 10-330 10-330
Absolute accuracy (K) (long term) 2 2 2 2 2

IF frequency range (MHz) 10-110 10-110 10-110 10-110 10-110
Antenna beamwidth (deg) 4.2 2.6 1.6 1.4 0.8

Antenna beam efficiency (%) 87 87 87 87 87
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Figure 5.16 SMMR instrument in its handling
fixture.

at the throat, to which are coupled the 10 output ports. The cold calibration horns are similar
in design to the feed horn. One horn serves the 6.6 and 10.7 GHz channels, another the 18 and
21 GHz channels, and a third the 37 GHz channels. These horns are scaled to provide equal beam-
widths of 15°.

A data-programmer unit in the electronics assembly provides the timing, multiplexing, and syn-
chronization signals, contains A/D converters, multiplexers, and shift registers, and provides for-
matting and buffering functions between the instrument and the spacecraft digital systems.

5.5.2 Special Sensor Microwave Imager (SSM/I)

The first SSM/I was launched in 1987 as part of the Defense Meteorological Satellite Program
(DMSP). Since then, there has been at least one SSM/I orbiting the Earth at any time. The SSM/I
instruments are carried on sun-synchronous polar orbiting satellites with an average inclination of
101° at an altitude of 860 km with a swath width of 1392 km. The SSM/I is a conically scanning
radiometer which images the surface at a constant incidence angle of 53°. SSM/I operates at four
frequencies: 19, 22, 37, and 85 GHz. Dual polarization measurements are made at 19, 37, and 85
GHz for a total of seven radiometer channels.

The SSM/I instrument utilizes an offset parabolic reflector of dimensions 60 X 66 cm, fed by a
corrugated, broad-band, seven-port horn antenna. The resolutions are 70km X 45km at 19
GHz, 60km X 40 km at 22 GHz, 38 km X 30km at 37 GHz, and 16 km X 14 km at 85 GHz. The
reflector and feed are mounted on a drum which contains the radiometers, digital data subsystem,
mechanical scanning subsystem, and power subsystem. The reflector-feed-drum assembly is
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Figure 5.17 SMMR instrument functional block diagram.

rotated about the axis of the drum by a coaxially mounted bearing and power transfer assembly. All
data, commands, timing and telemetry signals, and power pass through slip ring connectors to the
rotating assembly. The SSM/I rotates continuously at 31.6 rpm and measures the scene brightness
temperatures over an angular sector of +£51.2° about the forward or aft directions. (Some of the
satellites scan around the forward direction, and some around the aft; they are not all identical.)
The spin rate provides a period of 1.9 sec during which the spacecraft subsatellite point travels 12.5
km. In each scan, 128 discrete uniformly spaced radiometric samples are taken at the two 85 GHz
channels and, on alternate scans, 64 discrete samples are taken at the remaining 5 lower frequency
channels. The antenna beam intersects the Earth’s surface at an incidence angle of 53.1° (as meas-
ured from the local Earth normal). This, combined with the conical scan geometry, results in a
swath width of approximately 1400 km. The SSM/I sensor weighs 48.6 kg and consumes 45 W.
The data rate is 3276 bps.

One example of the use of SSM/I data is the routine mapping of sea ice concentrations in the
Arctic and Antarctic regions. The algorithm used to identify sea ice is based on the observation that
the microwave emission from sea ice and open water has very different polarization and frequency
responses (Cavalieri et al., 1984, 1991). In general, open water shows brightness temperatures meas-
ured at vertical polarization significantly higher than those measured at horizontal polarization.
The microwave emission from sea ice, however, shows little difference between brightness
temperatures measured at the two different polarizations. Open water shows higher emission at
37 GHz than at 19 GHz, while the opposite is true for multiyear sea ice. First year sea ice shows
little difference in emission at 19 and 37 GHz. Figures 5.18 and 5.19 show the average sea ice con-
centrations for the arctic and the Antarctic for 2003. The dynamic changes in sea ice concentration
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Figure 5.18 Monthly mean sea ice concentration for the northern hemisphere for the year 2003. Source: Data
from SOTC: Sea Ice, NSIDC.

are clearly visible in these images. Data like these can be found on the internet site of the National
Snow and Ice Distribution Center (NSIDC).

5.5.3 Tropical Rainfall Mapping Mission Microwave Imager (TMI)

TMI is a total power microwave radiometer on the Tropical Rainfall Mapping Mission (TRMM)
satellite that is used to provide quantitative information about precipitation in a wide swath under
the satellite. TMI is based in the SSM/I design, with the addition of a dual polarized 10.7 GHz chan-
nel for a total of five frequencies (10.7, 19.4, 21.3, 37, 85.5 GHz).

The TMI antenna is an offset parabola, with an aperture size of 61 cm projected along the prop-
agation direction. The antenna beam views the earth surface with an angle relative to nadir of 49°,
which results in an incident angle of 52.8° at the surface. The TMI antenna rotates in a conical scan
about the nadir axis at a constant speed of 31.6 rpm. Only the forward 130° of the scan circle is used
for taking data. The rest is used for calibrations and other instrument housekeeping purposes. From
the TRMM orbit of 350 km altitude, the 130° sector scanned yields a swath width of 758.5 km.
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Figure 5.19 Monthly mean sea ice concentration for the southern hemisphere for the year 2003. Source: Data
from SOTC: Sea Ice, NSIDC.
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During each complete revolution of the antenna, the TRMM subsatellite point advances by a dis-
tance of 13.9 km. Since the smallest footprint (85.5-GHz channels) size is only 6.9 km (down-track
direction) by 4.6 km (cross-track direction), there is a gap of 7.0 km between successive scans. How-
ever, this is the only frequency where there is a small gap. For all other frequency channels, foot-
prints from successive scans overlap the previous scans.

5.5.4 AMSR-E

The AMSR-E instrument is the latest addition to the family of spaceborne microwave radiometers,
and was launched on NASA’s Aqua satellite in April 2003. It is a six frequency conically scanning
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Table 5.3 AMSR-E instrument characteristics.
Center frequency (GHz) 6.925 10.65 18.7 23.8 36.5 89
Ground spot size (km X km) 74 x43 51 %30 27X 16 31x18 14 x 8 6x4
Sensitivity (K) 0.3 0.6 0.6 0.6 0.6 1.1

radiometer operating at frequencies 6.925, 10.65, 18.7, 23.8, 36.5 and 89 GHz. Table 5.3 summarizes
some of the parameters of the AMSR-E instrument.

AMSR-E uses an offset parabolic antenna with 1.6 m diameter, which points at a fixed angle of
47.4° from nadir, which means that it measures the radiation from a local surface angle of 55°. The
instrument records energy over an arc of +61° about the nadir track. From the orbital altitude of
705 km, this provides a swath width of 1445 km.

5.5.5 SMAP Radiometer

The SMAP mission (Soil Moisture Active Passive) was launched in 2015. Its objective was to glob-
ally map surface and near subsurface soil moisture and freeze/thaw state. These measurements are
important to understand the link between terrestrial water, energy flux, and carbon cycle. Soil
moisture is a key factor in evaporation and transpiration of the land-atmosphere boundary. The
freeze—thaw state is a key element in the carbon uptake and release in the boreal landscape.

The SMAP spacecraft carried two instruments, a radar (active) and radiometer (passive), that
together made global measurements of land surface soil moisture and freeze/thaw state. The radar
and radiometer shared a single feedhorn and reflector. The deployable mesh reflector is offset from
nadir and rotates about the nadir axis at 14.6 rpm, providing a conically scanning antenna beam
with a surface incidence angle of 40°.

The SMAP instrument incorporates an L-band radar (VV, HH, and HV polarizations) and an L-
band radiometer (V, H, and third and fourth Stokes parameter polarizations).

The L-band frequency enables observations of soil moisture through moderate vegetation cover,
independent of cloud cover and night or day. Multiple polarizations enable accurate soil moisture
estimates to be made with corrections for vegetation, surface roughness, Faraday rotation, and
other perturbing factors.

Exercises

5.1 Consider the case of a half-space with index of refraction n, covered by a thin layer of thick-
ness L and index of refraction n,. Derive the brightness temperature T of this medium, for
both horizontal and vertical polarization. Plot the following:

(a) T as a function of L/A for nadir looking.
(b) Tasafunctionof@forL/A=0.1,1,and 10. Inboth cases, assume T, =300K, and Ty =50
K = constant. Consider both the cases of n; = 3, n, =8, and ny =9, n, = 1.8.

5.2 Calculate the brightness temperature of a rough surface characterized by the following scatter
functions:

6(0,0,¢') = py/2n where p, = constant
c(0,0,¢") = pycos?(0 + @) /2x
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5.3

5.4

5.5

5.6

5.7

5.8

5.9

Consider the case of a homogeneous half-space. Calculate and plot as a function of the look
angle 6 the value of AT/An, which represents the change in T due to change in surface index
of refraction n. Do the calculation for both horizontal and vertical polarization. Assume
T, = 300 K and examine both the cases where T = 40 K, and T, = 40/cos § K. Consider both
the cases of and n = 9.

A radiometer is being used to map and locate the edge of the ocean ice cover where the surface
microwave brightness temperature has a sudden jump from T; to T,. The antenna used has a
pattern given by

Gy for —10° <6 <10°
0 otherwise

G(0) = {

Plot the observed change in the temperature profile for the case T, = 295 and Ty = 270 K.
Assume that the sensor altitude is 600 km and that it moves at a speed of 7 km/sec.

Repeat Problem 5.4 for the case where the antenna pattern is

G(0) = G()(si(r){wz)2

Wlth a= 71'0/6() and 90 = 10°.

Repeat the previous two exercises for the case where the surface temperature is equal to T;
everywhere except for —X < x < X, where it is equal to T;. Consider the two cases where
X =5km and X = 20 km.

An imaging radiometer uses a conical scanning approach to achieve a swath width of 1400 km
from a 600 km altitude. The antenna is 2 m in diameter and the instrument operates at 10
GHz. The system has a bandwidth of 100 MHz, and a system noise temperature of T, = 700
K. The gain fluctuations are controlled to AG,/G; = 10> Calculate:
(a) The surface resolution and antenna pointing angle (ignore the curvature of the earth)
(b) The scanning rate in revolutions per minute assuming that the satellite moves at 7 km/sec
(c) The maximum dwell time for each pixel
(d) The sensitivity of the radiometer operated as a total power radiometer
(e) The sensitivity of the radiometer operated as an unbalanced Dicke radiometer if
T, — Tres = 10K

(f) The sensitivity of the radiometer operated as a balanced Dicke radiometer

Assume the antenna temperature as 300 K. In parts (e)-(f ), assume that the integration
time is equal to half the time it takes for the antenna footprint to move the distance equal
to a footprint size. Repeat the calculations for an operating frequency of 36 GHz.

Repeat the previous exercise for a system that uses a planar scanning approach.

Plot the real part of the complex visibility function of the antenna configuration shown below.
Assume that the individual antenna patterns are

A(0) = cosf— - <0<~
2 2

Assume that x = /2.
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5.10 The microwave temperature of a soil surface covered by a vegetation canopy can be writ-
ten as

T=01Q-p)Tee "+ T(1—e" ") +pTc(1—e ")e™"

where Ty and T, are the temperatures of the soil and the canopy, respectively. The subscript i
refers to the polarization (either horizontal or vertical). The optical depth 7 of the canopy is a
function of the vegetation water content according to

T=DbW,

The constant b is a vegetation opacity coefficient that is determined experimentally and
has a value of approximately 0.1 at L band.

For dawn (6:00 a.m. local time) orbit overpasses, the soil and vegetation temperatures are
approximately equal to the surface air temperature, and the brightness temperature can be
written:

T = Ta(l—pie_ZT)

where T, is the surface air temperature. Assume that the soil has a dielectric constant of 15.
Calculate the expected change in microwave temperature for a 5% change in soil dielectric
constant, and plot this as a function of the vegetation water content.
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Solid-Surface Sensing

Microwave and Radio Frequencies

Active microwave sensors are playing a large role in remote sensing of planetary surfaces. Space-
borne imaging radars, scatterometers, and altimeters were first developed in the late 1970s and
early 1980s. Advanced radar implementations, such as polarimetric and interferometric systems,
were developed in the 1980s, and were flown in space in the mid to late 1990s. They provide infor-
mation about the surface physical (topography, morphology, and roughness) and dielectric proper-
ties. In some cases, they provide information about the subsurface properties. These sensors have
the attractive features that they operate independently of sun illumination and usually are not sen-
sitive to weather conditions or cloud cover. Thus, they are particularly suitable to monitoring
dynamic phenomena with short-time constant where repetitive observation is required irrelevant
of “optical visibility” conditions.

6.1 Surface Interaction Mechanism

Any interface separating two media with different electric or magnetic properties will affect an elec-
tromagnetic wave incident on it. Let us assume a plane electromagnetic wave is incident on an
interface separating a vacuum half-space (Earth’s atmosphere acts almost like a vacuum at the fre-
quencies used in spaceborne radars) and a dielectric half-space of dielectric constant € (see Fig. 6.1
(a)). The electromagnetic wave will interact with the atoms in the dielectric. These would then
become small electromagnetic oscillators and radiate waves in all directions. Thus, some energy
will be radiated toward the upper as well as lower half-space (Fig. 6.1(2)).

If the surface is perfectly flat, the incident wave will excite the atomic oscillators in the dielectric
medium at a relative phase such that the reradiated field consists of two plane waves (see Fig. 6.1
(b)): one in the upper medium at an angle equal to the angle of incidence—this is the reflected
wave—and one in the lower medium at an angle ¢’ equal to

sinf
0" = arcsin | — (6.1)
Ve
where @ is the incidence angle—this is the refracted or transmitted wave.
If the surface is rough, then some of the energy is reradiated in all directions. This is the scattered
field (Fig. 6.1(b)). The amount of energy scattered in all directions other than the Fresnel reflection

Introduction to the Physics and Techniques of Remote Sensing, Third Edition. Charles Elachi and Jakob van Zyl.
© 2021 John Wiley & Sons, Inc. Published 2021 by John Wiley & Sons, Inc.
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Figure 6.1 (a) Anincident wave on a dielectric half-space will excite the dielectric atoms, which become small
oscillating dipoles. These dipoles reradiate waves in both half-spaces. (b) In the case of a flat interface (left), the
reradiated waves are in two specific directions: reflection and refraction. In the case of a rough surface (right),
waves are reradiated in all directions. (c) Pattern of reradiated waves in the upper half-space for increasingly
rough interfaces.

direction is dependent on the magnitude of the surface roughness relative to the wavelength of the
incident wave (see Fig. 6.1(c)). In the extreme case where the surface is very rough, the energy is
scattered equally in all directions. Of particular interest for spaceborne imaging radars is the
amount of energy scattered back toward the sensor. This is characterized by the surface backscatter
cross section o(0).
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The backscatter cross section is defined as the ratio of the energy received by the sensor over the
energy that the sensor would have received if the surface had scattered the energy incident on it in
an isotropic fashion. The backscatter cross section is usually expressed in dB (decibels), which is
given by:

o =10 log (energy ratio)

The backscatter cross section expressed in dB can be a positive number (focusing of energy in the
back direction) or a negative number (focusing of energy away from the back direction).

6.1.1 Surface Scattering Models

Radar scattering from a surface is strongly affected by the surface geometrical properties. The sur-
face small-scale geometric shape (also called roughness) can be statistically characterized by its
standard deviation relative to a mean flat surface. The surface standard deviation (commonly
referred to as the surface roughness) is the root mean square (r.m.s.) of the actual surface deviation
from this average surface. However, knowing the surface standard deviation is not yet a complete
description of the surface geometrical properties. It is also important to know how the local surface
deviation from the mean surface is related to the deviation from the mean surface at other points on
the surface. This is mathematically described by the surface height autocorrelation function. The
surface correlation length is the separation after which the deviation from the mean surface for two
points is statistically independent. Mathematically, it is the length after which the autocorrelation
function is less than 1/e.

Consider first the case of a perfectly smooth surface of infinite extent that is uniformly illumi-
nated by a plane wave. This surface will reflect the incident wave into the specular direction with
scattering amplitudes equal to the well-known Fresnel reflection coefficients as described in the
previous section. In this case, no scattered energy will be received in any other direction. If now
the surface is made finite in extent, or the infinite surface is illuminated by a finite extent uniform
plane wave, the situation changes. In this case, the far-field power will decrease proportional to the
distance squared (the well-known R-squared law). The maximum amount of reflected power still
appears in the specular direction, but a lobe structure, similar to an “antenna pattern,” appears
around the specular direction. The exact shape of the lobe structure depends on the size and
the shape of the finite illuminated area, and the pattern is adequately predicted using physical
optics calculations. This component of the scattered power is often referred to as the coherent com-
ponent of the scattered field. For angles far away from the specular direction, there will be very little
scattered power in the coherent component.

The next step is to add some roughness to the finite surface such that the mean-square height of
the surface is still much less than the wavelength of the illuminating source. The first effect is that
some of the incident energy will now be scattered in directions other than the specular direction.
The net effect of this scattered energy is to fill the nulls in the “antenna pattern” of the coherent field
described above. The component of the scattered power that is the result of the presence of surface
roughness is referred to as the incoherent component of the scattered field. At angles significantly
away from the specular direction, such as the backscatter direction at larger incidence angles, the
incoherent part of the scattered field usually dominates.

As the roughness of the surface increases, less power is contained in the coherent component,
and more in the incoherent component. In the limit where the r.m.s. height becomes significantly
larger than the wavelength, the coherent component is typically no longer distinguishable, and the
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incoherent power dominates in all directions. In this limit, the strength of the scattering in any
given direction is related to the number of surface facets that are oriented such that they reflect
specularly in that direction. This is the same phenomenon that causes the shimmering of the moon
on a roughened water surface.

Several different criteria exist to decide if a surface is “smooth” or “rough.” The most commonly
used one is the so-called Rayleigh criterion that classifies a surface as rough if the r.m.s. height satis-
fies h > A/8 cos 0. Here, 6 is the angle at which the radar wave is incident on the surface. A more
accurate approximation of surface roughness was introduced by Peake and Oliver (1971). Accord-
ing to this approximation, a surface is considered smooth if h < 1/25 cos 8 and is considered rough if
h > A/4 cos 0. Any surface that falls in between these two values is considered to have intermediate
roughness.

Depending on the angle of incidence, two different approaches are used to model radar scattering
from rough natural surfaces. For small angles of incidence, scattering is dominated by reflections
from appropriately oriented facets on the surface. In this regime, physical optics principles are used
to derive the scattering equations. As a rule of thumb, facet scattering dominates for angles of inci-
dence less than 20-30°. For the larger angles of incidence, scattering from the small-scale roughness
dominates. The best-known model for describing this type of scattering is the small perturbation
model, often referred to as the Bragg model. This model, as its name suggests, treats the surface
roughness as a small perturbation from a flat surface. More recently, Fung et al. (1992) proposed
a model based on an integral equation solution to the scattering problem that seems to describe the
scattering adequately in both limits.

6.1.1.1 First-Order Small Perturbation Model

The use of the first-order small perturbation model to describe scattering from slightly rough sur-
faces dates back to Rice (1951). Rice used a perturbation technique to show that to first order, the
scattering cross sections of a slightly rough surface can be written as

e = 4rk*h? cos *0)a|*W (2k sin 0,0);  xx = hh or w (6.2)
o =0 '

where k = 2z/1, is the wavenumber, A is the wavelength, and 6 is the local incidence angle at which
the radar waves impinge on the surface. The roughness characteristics of the surface are described
by two parameters; h is the surface r.m.s. height and W(¢,, &) is the two-dimensional normalized
surface roughness spectrum, which is the Fourier transform of the two-dimensional normalized
surface autocorrelation function. Note that the surface r.m.s. height should be calculated after local
slopes have been removed from the surface profile; the slope of the surface changes the radar cross
section because of the change in the local incidence angle. Local slopes that tilt toward or away from
the radar do not change the surface roughness; instead they affect the local incidence angle. Thisisa
frequent source of error in laboratory and field experiments.

The two most commonly used roughness spectrum functions are those for surfaces that are
described by Gaussian and exponential correlation functions. These two roughness spectrum func-
tions are

e [-(R+i)e

W(kx, ky) = —exp 2 (6.3)
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and
We (ks ky) = 2 372 (6.4)
a1+ (2 +12) ]
The surface electrical properties are contained in the variable a,,, which is given by
apn = (€ -1) (6.5)

(cos9+m)2

- (€ =1)[(e —1)sin’0 + €] (6.6)
" (e cosd + Ve — sin29)2

Here, € is the dielectric constant, or relative permittivity, of the soil. We note that the small per-
turbation model as described here is applicable only to relatively smooth surfaces. The usual assump-
tions are that the roughness is small compared to the wavelength, i.e., kh < 0.3 and that the r.m.s.
slope satisfies s < 0.3. Note that the first-order small perturbation model predicts no depolarization,
i.e., no power is observed in the polarization orthogonal to that used for transmission. If the calcula-
tions are extended to second order, a cross-polarized component is predicted (Valenzuela, 1967).

Several researchers have measured profiles of micro-topography in order to better describe the
roughness characteristics of natural surfaces. The profiles of micro-topography are measured using
various different approaches. The simplest approach utilizes a large board with a grid painted on it.
The board is then pushed into the surface to the lowest point on the surface, and a photograph is
taken of the board covered with the surface profile. The profile is then later digitized from the pho-
tograph. The advantage of this approach is that it is easy to make the measurement, and the equip-
ment is relatively cheap and easily operated in the field. Disadvantages include the fact that only
relatively short profiles can be measured (typically a meter or two at best), and that the soil has to be
soft enough to push the board into.

A second approach utilizes a horizontal bar with an array of vertical rods of equal length that are
dropped to the surface. The heights of the top of the rods above a known level surface are then
measured and recorded. While relatively easier to operate than the boards described above, espe-
cially over rocky or hard surfaces, the disadvantage of this method is still the limited length of the
profiles than can be measured with one instrument, leading to a large amount of time required to
make measurements of reasonably large areas, especially in regions with difficult access.

Laser profilers are also sometimes used to measure micro-topography. In this case, a laser is
mounted on a frame that allows the laser to translate in a raster pattern. Measurements are typically
taken every cm or so along a particular profile. These instruments obviously require power to oper-
ate, limiting their utility to easily accessible areas. An additional drawback is that the size of the
frame usually limits the area that can be measured to a meter or so square. Lasers are also some-
times operated from low-flying aircraft, but in this case, the measurement density is inadequate for
micro-topography studies.

Stereo photography, either at close range, or from specially equipped helicopters, seems to pro-
vide the best balance between accuracy and coverage. The photographs are digitized and then cor-
related against each other to reconstruct the micro-topography using the same kind of software
developed to construct large-scale digital elevation models from stereo cameras flown on either air-
craft or satellites. While more expensive to acquire, the full three-dimensional surface can be recon-
structed over a relatively large area, leading to improved statistics.
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Using stereo photographs acquired from a helicopter, Farr (1992) studied the roughness charac-
teristics of several lava flows in the Mojave Desert in southern California. He found that the power
spectra of these natural surfaces exhibit the general form

W (k) = bk™ (6.7)

with the value of the exponent m between —2 and —3, consistent with known behavior of topog-
raphy at larger scales. His measurements showed values closer to —2, and that the magnitude of m
first seems to increase with lava flow age, but then decreases for surfaces between 0.14 and 0.85
million years old. For surfaces older than 0.85 million years, the magnitude of m seems to increase
again. The change in surface roughness is consistent with a model of erosion of the surface in
arid terrain. At first, the sharper edges of the lava flows are eroded and wind-blown material
tend to fill in the lower spots in the surface, gradually reducing the surface roughness. As the
surface ages, however, water erosion starts cutting channels into the surface, roughening the
profile again.

Shi et al. (1997) report a different approach to their analysis of surface roughness characteris-
tics. Using 117 roughness profiles measured over various fields in the Washita watershed, they
fitted the correlation function of the measured profiles with a general correlation function of
the form

p(r) = exp (= (r/I)") (6.8)
Values of n = 1 correspond to an exponential correlation function, while n = 2 correspond to a
Gaussian. Their results indicate that 76% of the surfaces could be fitted with values of n < 1.4, lead-
ing to the conclusion that the exponential correlation function is the more appropriate description
of the surface correlation function.

We note that for values of kI >> 1, the roughness spectrum of the exponential correlation func-
tion behaves like Equation (6.7) with an exponent —3. The results from the Shi et al. (1997) study
seem to indicate that agriculture and pasture fields have roughness spectra that contain more
energy at the longer spatial scales than the natural lava flow surfaces studied by Farr.

The electrical properties of a rough surface are described by the complex dielectric constant, or
relative permittivity, of the soil, which is a strong function of the soil moisture. This is the result of
the fact that the dielectric resonance of both pure and saline water lies in the microwave portion
of the electromagnetic spectrum. Dry soil surfaces have dielectric constants on the order of 2-3,
while water has a dielectric constant of approximately 80 at microwave frequencies. Therefore,
adding a relatively small amount of water to the soil drastically changes the value of the dielectric
constant.

A wet bare soil consists of a mixture of soil particles, air, and liquid water. Usually, the water
contained in the soil is further divided into two parts, so-called bound and free water. Due to
the influence of matric and osmotic forces, the water molecules contained within the first few
molecular layers surrounding the soil particles are tightly held by the soil particles, hence the term
bound water. The amount of bound water is directly proportional to the surface area of the soil
particles, which, in turn, is a function of the soil texture and mineralogy. Because of the relatively
strong forces acting on it, bound water exhibits an electromagnetic spectrum that is different from
that of regular liquid water. Because the matric forces acting on a water molecule decrease rapidly
with distance away from the soil particle, water molecules located more than a few molecular layers
away from the soil particles are able to move throughout the soil with relative ease, and is known as
free water for this reason. The complex dielectric constant of both bound and free water is a func-
tion of frequency, temperature, and salinity of the soil.
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Dobson et al. (1985) derived a semiempirical relationship between the dielectric constant and the
volumetric soil moisture, m,, of the form (see also Peplinski et al., 1995)

Y
€ = {1+ @eg’+m’v’e}i’v—mv (6.9)
Ps
where a = 0.65, p, = 2.66 g/cm®, €,is the dielectric constant of the solid soil (typical value ~4.7, p, is
the bulk density of the soil (on the order of 1.1 g/cm? for sandy loam soils), and f3 is a parameter that
is a function of the soil texture.

p =1.2748 — 0.00519S — 0.00152C (6.10)

S and C are the percentage of sand and clay in the soil, respectively. The dielectric constant of free
water is a function of temperature and frequency, and is given by

Ewo — CEweo

1+ (27fzy)’ (1)

€fw = Eweo +

In Equation (6.11), 7, is the relaxation time for water, €,,, is the static dielectric constant for
water, €., = 4.9 is the high-frequency limit of the real part of the dielectric constant for water,
and f is the frequency. Both 7,, and €, are functions of temperature (Ulaby et al., 1985). At
20° C, the values are 277, = 0.58 X 107*° seconds and &,,, = 80.1.

Equation (6.9) describes a nonlinear relationship between the dielectric constant and the volu-
metric soil moisture of a surface, and has been used to explain the observed nonlinear relationship
between these two quantities as shown in Figure 5.7.

6.1.1.2 The Integral Equation Model
Fung et al. (1992) showed that the expressions for the tangential surface fields on a rough dielectric
surface can be written as a pair of integral equations. The scattered fields, in turn, are written in
terms of these tangential surface fields. Using this formulation, and standard approximations, they
showed that the scattered field can be interpreted as a single scattering term and a multiple scat-
tering term. When the surface is smooth enough, the single scattering term reduces to the well-
known small perturbation model described above, and the cross-polarized terms reduce numeri-
cally to the second-order small perturbation result. Their results also show that in the high-
frequency limit, only the well-known Kirchoff term described by the Physical Optics model remains
significant for surfaces with small r.m.s. slopes. When the surface r.m.s. slopes are large, however,
the multiple scattering terms are important.

Fung et al. (1992) showed that the single scattering backscatter cross sections can be written as

k* . 2W"(—2ksin6,0
Oy = 5 exp (—2k*h* cos?0) Z Wy % (6.12)
n=1 :
with
IY, = (2kcos0)" f, exp (— k*h* cos0)
. k" co8 "0[Fyy(—ksin6,0) + Fy(ksin6,0)] (6.13)

2

The term W" is the Fourier transform of the nth power of the surface correlation function, which
can be calculated using
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W (k) = %erp"(r)lo(kr)dr (6.14)

0
where Jy(x) is the Bessel function of the first kind and order zero. Also

— 2R,
cos@’

2R,
cos@’

fhh: fvv: fhv:fvh:0 (6'15)

with R, and R, the well-known Fresnel reflection coefficients for horizontal and vertical polariza-
tion, respectively. Finally,

th(—ksinH,O) + th(ksinﬁ,o) =

cosd u u®cos 260
(6.16)
, , 2sin20(1 + R,)* 1 u € —sin?0— € cos?d
Fy(—ksin6,0) + Fy,(ksin6,0) = —eosl 1- z + 05?0
(6.17)
Fuy(—ksin®,0) + Fp,(ksin,0) =0 (6.18)

where u is the relative permeability of the surface, and € is the relative permittivity, or dielectric
constant. Note again that the single scattering term does not predict any depolarization. The cross-
polarized return is predicted by the multiple scattering term. The expressions are quite complicated
and are given in Fung et al. (1992). Figure 6.2 shows the predicted backscatter cross section as a
function of incidence angle for different surface roughness values and different dielectric constants.
The plot on the left shows that increasing the surface roughness generally causes an increase in the
radar cross sections for all polarization combinations. Notice how the difference between the HH
and VV cross sections becomes smaller as the surface gets rougher. The plot on the right shows that
increasing the dielectric constant (or soil moisture) also increases the radar cross sections for all
polarizations. In this case, however, increasing the dielectric constant also increases the difference
between the HH and VV cross sections.

6.1.2 Absorption Losses and Volume Scattering
All natural materials have a complex dielectric constant €:
€ =€ +i€” (6.19)

where the imaginary part corresponds to the ability of the medium to absorb the wave and trans-
form its energy to another type of energy (heat, chemical, etc.). If we consider a wave propagating in
a homogeneous medium, then

E = EpelVek

If we assume that € < €, then

'e//
VE=VE Fie" = Ve + = (6.20)
/e

and

E = Bge™ %~ ¢iVe'kx (6.21)

—2sin20(1 + Ry,)? [(1_ 1) L HE- sinza—ycosze}

197



198

6 Solid-Surface Sensing

0 ..
= —o0— HH smooth
llm, —L0— VV smooth
—-10 4 “:::l\_ —a— HV smooth
e . -- @ --HH rough
o - - & --HH rough
aL - - --HH rough
o —20- -
© e ‘1.__
£ e
§ 80
©
(0]
(2]
@ —40 -
o
3]
& 50 -
o]
as
—60 4
_70 T T T T T
0 15 30 45 60 75 90
Angle of incidence
0
—-10 4
o —20 -
©
£
§ 80
©
9]
(2]
@ —40
o
o
8 501
@
as
—60 4
_70 T T T T T
0 15 30 45 60 75 90

Angle of incidence
Figure 6.2 The predicted radar cross sections for a slightly rough surface assuming an exponential correlation

function. The figure on the left shows the effect of changing surface roughness and constant dielectric
constant, while the figure on the right shows the effect of changing dielectric constant for constant roughness.

where

ek x e’
A, = =
S N= N N=]

and the power of the wave as a function of x can be written as:

P(x) = P(0) e~ 2% (6.22)
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If a, is a function of x, then the above equation will become:
X
Pe) = P(0) exp (=2 [ au(e) ) (6.23)
0

The penetration depth L,, is defined as the depth at which the power decreases to P(0) e (e, 4.3
dB loss). Thus:

1 We
L,= = 6.24
P 2a, " 2z € (6.24)
This can also be expressed as a function of the medium loss tangent (tan § = €/ €’):
A
L= —— 6.25
P 2ry/Etans ( )

Typically, dry low-loss soils have € = 3 and tan § = 10~2, which give L, =924

At this depth, the incident power is 4.3 dB weaker than at the surface. In the case of radar obser-
vation, if the interface is covered by a layer of thickness L,, the attenuation due to absorption alone
will be 2 X 4.3 = 8.6 dB for a normally incident wave. The factor 2 represents the fact that absorp-
tion affects both the incident and the scattered waves.

The loss tangents of natural surfaces vary over a wide range. For pure ice, dry soil, and perma-
frost, it is usually less than 1072, For wet soil, sea ice, and vegetation, it is usually around 107L. The
loss tangent always increases with the percentage of liquid water present in the propagation
medium.

In the case of an inhomogeneous medium such as a vegetation canopy, the propagating
wave loses part of its energy by scattering in all directions. Part of the scattered energy is in
the back direction. An inhomogeneous medium can be modeled as a collection of uniformly
distributed identical scatterers of backscatter cross section o; and extinction cross section a;.
The extinction cross section includes both absorption and scattering losses. If the effect of mul-
tiple scattering is neglected, the backscatter cross section of a layer of scatterers of thickness H
can be written as:

H
cos 6
o, = J Gve—Zaz/cosH dz = Ov [1 — e~ 2aH secH] (6.26)
0 2a
where
o, = Noj
a=Naqg;

N = number of scatterers per unit volume.

If the layer covers a surface with backscatter cross section oy, the total backscatter coefficient can
be written as

6=0,+ace 20 4 5, (6.27)

The third term represents energy that interacted with the surface and the volume scatterers,
and is commonly referred to as the double-bounce term. All the variables in Equations (6.26)
and (6.27) could be different for different polarization combinations if the individual scatterers
are not randomly oriented.
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Dielectric cylinders are commonly used to model branches and trunks of trees. Depending on
what type of tree is being modeled, different statistical orientations are assumed for the branches.
Grasslands and crops like wheat are also modeled using thin dielectric cylinders as the individual
scatterers. In this case, the scatterers are assumed to be oriented with a narrow statistical distribu-
tion around the vertical. If the plants being modeled have large leaves, they are typically modeled
using dielectric disks.

6.1.3 Effects of Polarization

Electromagnetic wave propagation is a vector phenomenon, i.e., all electromagnetic waves can be
expressed as complex vectors. Plane electromagnetic waves can be represented by two-dimensional
complex vectors. This is also the case for spherical waves when the observation point is sufficiently
far removed from the source of the spherical wave. Therefore, if one observes a wave transmitted by
aradar antenna when the wave is a large distance from the antenna (in the far-field of the antenna),
the radiated electromagnetic wave can be adequately described by a two-dimensional complex vec-
tor. If this radiated wave is now scattered by an object, and one observes this wave in the far-field of
the scatterer, the scattered wave can again be adequately described by a two-dimensional vector. In
this abstract way, one can consider the scatterer as a mathematical operator which takes one two-
dimensional complex vector (the wave impinging upon the object) and changes that into another
two-dimensional vector (the scattered wave). Mathematically, therefore, a scatterer can be charac-
terized by a complex 2 X 2 scattering matrix:

E* = [S|E" (6.28)

where E" is the electric field vector that was transmitted by the radar antenna, [S] is the 2 X 2 com-
plex scattering matrix that describes how the scatterer modified the incident electric field vector,
and E* is the electric field vector that is incident on the radar receiving antenna. This scattering
matrix is a function of the radar frequency, and the viewing geometry.

The voltage measured by the radar system is the scalar product of the radar antenna polarization
and the incident wave electric field, i.e.,

vV =p"-[S]p" (6.29)

Here, p" and p"° are the normalized polarization vectors describing the transmitting and receiv-
ing radar antennas. The power received by the radar is the magnitude of the voltage squared

P=VV* = |prec . [S]prad|2 (6.30)

Once the complete scattering matrix is known and calibrated, one can synthesize the radar cross
section for any arbitrary combination of transmit and receive polarizations using Equation (6.30).
This expression forms the basis of radar polarimetry, which we shall describe in more detail later in
this chapter. Figure 6.3 shows a number of such synthesized images for the San Francisco Bay area
in California. The data were acquired with the NASA/JPL AIRSAR system. The Golden Gate bridge
is the linear feature at the top middle of the image. Golden Gate Park is the large rectangle about 1/3
from the bottom of the image. Note the strong variation in the relative return from the urban areas
in the top left image. These are related to the orientation of the buildings and the streets relative to
the radar look direction (Zebker et al., 1987). The contrast between the urban areas and the
vegetated areas such as Golden Gate Park is maximized using the 45° linear polarization for trans-
mit, and 135° linear polarization for receive (see Chapter 7 of Ulaby and Elachi, 1990 for a
discussion).
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Figure 6.3 This series of L-band images of San Francisco were synthesized from a single polarimetric image
acquired by the NASA/JPL AIRSAR system at L-band. The nine images show the co-polarized (transmit and
receive polarizations are the same) and the cross-polarized (transmit and receive polarizations are orthogonal)
images for the three axes of the Poincaré sphere. Note the relative change in brightness between the city of San
Francisco, the ocean, and the Golden Gate Park, which is the large rectangle about 1/3 from the bottom of the
images. The radar illumination is from the left. Source: Image acquired by the NASA/IPL AIRSAR system at
L-band.

To further illustrate the effect of polarization, let us consider a simplified model of a vegetation
canopy consisting of short vertically oriented linear scatterers over a rough surface. If we assume
that the scatterers can be modeled as short vertical dipoles, and we ignore the higher order term that
contains the interaction between the dipoles and the underlying surface, then a horizontally polar-
ized incident wave will not interact with the canopy (i.e., 6, = 0, a = 0) and will scatter from the
surface leading to a backscatter cross section:

OHH = OsHH
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Absorption Depth of
penetration

0 P 90°

Figure 6.4 Sketch showing total absorption (continuous line) and the mean depth of penetration (dashed line)
in a layer consisting of vertically oriented scatterers as a function of the direction ¢ of the polarization vector
relative to the incidence plane.

On the other hand, a vertically polarized wave will interact strongly with the dipoles, leading to
an expression for oy equal to the first two terms given in Equation (6.27). If we take an interme-
diate situation in which the polarization vector is rotated by an angle ¢ relative to the horizontal
component, then only the vertical component will interact with the dipoles, leading to an expres-
sion for ¢ equal to:

202
—2aH secf + 0y SIN ¢ cos 0 [1 _e—ZaH secH] (6.31)

644 = Osum COS°¢h + agyy sin’gpe 5
104

Thus, as the polarization vector is rotated from the horizontal state to the vertical one, the effect of
the canopy begins playing an increasingly larger role. Figure 6.4 shows a sketch which illustrates
this effect.

6.1.4 Effects of the Frequency

The frequency of the incident wave plays a major role in the interaction with the surface. It is a key
factor in the penetration depth Equation (6.13), scattering from a rough surface (Equations 6.2 and
6.12), and scattering from finite scatterers.

The penetration depth is directly proportional to the ratio 4/ tan 6. The loss tangent does vary with
the wavelength. However, for most material, the penetration depth varies linearly with A in the
radar sensor’s spectral region. An L-band (20 cm wavelength) signal will penetrate about 10 times
deeper than a K, band (2 cm wavelength) signal, thus providing access to a significant volumetric
layer near the surface.

Figure 6.5 shows the penetration depth for a variety of natural materials. It is clear that the fre-
quency plays a significant role in what will be sensed with an imaging radar. A surface covered with
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2 m of pure snow will not be visible at frequencies above 10 GHz, while the snow cover is effectively
transparent at frequencies of 1.2 GHz or lower.

Moisture is a key factor affecting the penetration depth. Figure 6.5 shows that, at L-band frequen-
cies, soils with very low moisture have penetration depth of 1 m or more. This situation is encoun-
tered in many arid and hyperarid regions of the world such as most of northern Africa, north central
China, southwestern United States, and the Arabian peninsula. However, in most temperate
regions where the moisture exceeds a few percentage points, the penetration depth becomes less
than a few centimeters, particularly at the high end of the spectrum.

In addition, the scattering from a rough surface is strongly dependent on the frequency Equa-
tion (6.2). In the case of a constant roughness spectrum, the backscatter cross section increases
as the fourth power of the frequency. Even if the surface roughness spectrum decreases as
the square or the cube of the spectral frequency (i.e., W~k™2 or k), the backscatter cross
section will still strongly increase as a function of frequency. Figure 6.6 shows the behavior of
the backscatter as a function of frequency for a variety of surface types.
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Figure 6.6 Examples of backscatter cross section as a function of frequency for a variety of natural surfaces for
different incidence angles (a-c). Source: Ulaby et al. (1982). © 1982, Artech House.
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P-band L-Band

Figure 6.7 Dual frequency image of the Black Forest in Germany acquired by the NASA/JPL AIRSAR system.
See text for a discussion on the differences. Source: NASA/JPL AIRSAR system.

Figure 6.7 shows dramatically the effect of frequency in the case of scattering from a forest canopy
in the Black Forest in Germany. The images were acquired with the NASA/JPL AIRSAR system in
1991. The low-frequency P-band (68 cm wavelength) HH image shows variations in brightness that
are correlated with the topography of the terrain under the trees. The areas that have the higher
returns are where the local topography is nearly flat, and is dominated by radar signals reflected off
the ground, followed by a reflection off the tree trunks, before returning to the radar. When the
ground slopes away from the radar or toward it, this term decreases rapidly, leading to a reduction
in the observed return near the streams (van Zyl, 1993). The L-band (24 cm wavelength) HH image
shows little variations in brightness, because the penetration length is shorter than that at the P-
band (see Equations 6.23), which means that the scattering is dominated by returns from the
branches in the canopy.

6.1.5 Effects of the Incidence Angle

As shown in Figure 6.2, the backscatter return is strongly dependent on the angle of incidence. At
small angles, the backscattered return varies significantly with the angle of incidence, and it pro-
vides information on the surface slope’s distribution for topography at a scale significantly larger
than the wavelength. At large angles, the return signal provides information about the small-scale
structure. Thus, different surfaces could be discriminated and classified based on their “angular
signature” in a similar fashion as “spectral signature” and “polarization signature” can be used
for classification. Figure 6.8(a) illustrates the general behavior of ¢(6) for general categories of sur-
faces. Figure 6.8(b) shows spaceborne radar imagery of the same area acquired at three different
angles, clearly demonstrating the variations of the angular signature of different types of terrain.
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Figure 6.8 (a) Illustration showing how different surfaces can be separated by measuring their backscatter
return at a limited number of incidence angles. (b) Spaceborne radar composite image of the same area in
Florida acquired at three different angles. The color was generated by assigning blue, green, and red to the
images acquired at 28, 45, and 58° incidence angles, respectively.

6.1.6 Scattering from Natural Terrain

Models of electromagnetic wave interactions with surfaces and inhomogeneous layers provide
information about the general behavior of wave scattering from natural terrain. However, the com-
plexity and wide variety of natural surfaces and vegetation covers make it extremely hard to exactly
model these surfaces and their corresponding backscatter behavior as a function of polarization,
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Figure 6.9 Measured backscatter cross section from vegetation. Source: Ulaby et al. (1982). © 1982,
Artech House.

frequency, and illumination geometry. Nevertheless, many models, both theoretical and empirical,
have been constructed to predict scattering from vegetated areas and this remains an area of active
research (see the References for numerous examples).

A good knowledge of the expected range of backscatter cross sections is a critical input to the
design of a spaceborne imaging radar. This can be simply illustrated by the fact that a 3 dB refine-
ment in the range of backscattered cross sections to be mapped has an impact of a factor of 2 on the
needed radiated power. Considering that spaceborne radar sensors usually push spacecraft capabil-
ities, such as power, to their present technological limits, a factor of 2 in the radiated power is
significant.

Theoretical models are significantly enhanced with a broad and extensive field-acquired data-
base. This is usually done with truck-mounted or airborne calibrated scatterometers. Well-
controlled experiments have allowed the development of a good database for vegetation, which
is illustrated in Figure 6.9 (Ulaby et al., 1982). Calibrated measurements were acquired from space
in 1973 using the Skylab scatterometer. A histogram of the backscatter cross section measurement
over North America is shown in Figure 6.10. It shows that at 13.9 GHz and 33° incidence angle the
mean backscatter cross section of land surfaces is —9.9 dB, with a standard deviation of 3 dB.
Figure 6.11 shows the angular pattern for the Skylab data. An interesting factor is that 80% of
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Figure 6.10 Histogram of backscatter data over North America at 13.9 GHz and 33° incidence angle acquired
with the Skylab scatterometer. Source: Ulaby et al. (1982). © 1982, Artech House.
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Figure 6.11 Behavior of the backscatter cross section as a function of angle for all the data acquired with the
Skylab scatterometer. Source: Ulaby et al. (1982). © 1982, Artech House.
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the measurements (excluding the lowest 10% and highest 10%) are within about 2.3 dB from the
mean value, except at very small angles.

6.2 Basic Principles of Radar Sensors

Discrimination between signals received from different parts of the illuminated scene may be
accomplished by different techniques involving angular, temporal, or frequency (Doppler) separa-
tion. Even though there is a very wide variety of radar systems custom designed for specific appli-
cations, most of the basic governing principles of radar sensors are similar. These are briefly
discussed in this section. For further details, see the suggested reading list at the end of the chapter.

Imaging radars generate surface images that look very similar to passive visible and infrared
images. However, the principle behind the image generation is fundamentally different in the two
cases. Passive visible and infrared sensors use a lens or mirror system to project the radiation from
the scene on a “two-dimensional array of detectors” which could be an electronic array or a film using
chemical processes. The two-dimensionality can also be achieved by using scanning systems. This
imaging approach conserves the angular relationships between two targets and their images.

Imaging radars, on the other hand, use the time delay between the echoes that are backscattered
from different surface elements to separate them in the range (cross-track) dimension, and the
angular size (in the case of the real-aperture radar) of the antenna pattern, or the Doppler history
(in the case of the synthetic-aperture radar) to separate surface pixels in the azimuth (along-track)
dimension.

6.2.1 Antenna Beam Characteristics

Let us consider first the case of the linear array of N radiators (Fig. 6.12). The contribution of the nth
radiator to the total far-field in direction 6 can be written as

En ~ (aneid)n) e—ikd,,sina (632)
and the total field is proportional to:

E(g) ~ Zanei(/)n—ikdnsinﬂ (633)
n

ape'’n

ceeeee X X

A
y

Figure 6.12 Geometry for a linear array.
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where a,, is the relative amplitude of the signal radiated by the nth element and ¢, is its phase. If all
the radiators are identical in amplitude and phase, and equally spaced, then the total far-field for
the array is:

E(@) ~ aei¢ e—inkdsiné’ (6.34)

This is the vectorial sum of N equal vectors separated by a phase y = kd sin 6 (Fig. 6.13). As seen in
Figure 6.13, the sum is strongly dependent on the value of . For @ = 0 and = 0, all the vectors add
coherently. As y increases, the vectors are out of phase relative to each other, leading to a decrease
in the total sum. When y is such that Ny = 2z, the sum is then equal to zero. This corresponds to

Nkd sin 6 = 2x (6.35)
or
2
0= sin "1 —— 6.36
sin Ned ( )

At this angle, there is a null in the radiated total field. The same will occur for Ny = 2mz, where m
is an integer, leading to a series of nulls at:

2mn
0= sin ' = 6.37
Nkd (6:37)

In between these nulls, there are peaks which correspond to:
Ny =2mrn +n (6.38)
. ,0Cm+ 1)z
=0= 1 2m+ Dz 6.39
sin Ned (6.39)
Sum vector

Figure 6.13 Radiation pattern of a linear array.
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If the antenna, instead of being an array of discreet elements, is continuous, then the summation
in Equation (6.33) is replaced by an integral:

D/2 ) .
E~ J , e a (6.40)

If a(x) is uniform across the aperture, then

bz sin (kD sin6/2
E ~ J e—lkx51n9 dx =D ( _ / ) (6.41)

—p/2 kD sin6/2
This familiar sin a/a pattern occurs whenever there is uniform rectangular distribution. For this

pattern, the nulls occur at

kD sin 0
00T e (6.42)
2
or
2 A
0= sin 1% _ gjp -1 (6.43)
kD D
which is the same as Equation (6.36) with Nd replaced by D. The first null occurs at:
.1 A
0o = sin 11—) (6.44)
and if 1 < D, then
A

The width of the main beam from null to null is then equal to 24/D.
Of particular interest is the angle  between the half-power points on opposite sides of the main
beam. This can be determined by solving the equation

sin (kD sin (/2)/2)]% _
kD sin (8/2)/2 =02 o

This transcendental equation can be solved numerically leading to the solution for g as

p= 0.88% (6.47)

For the uniform illumination, the first sidelobe is about 13 dB (factor of 20) weaker than the
main lobe. This sidelobe can be reduced by tapering the antenna illumination. However, this
leads to a broadening of the central beam. The following table shows the beamwidth-sidelobe
trade-off:

Weighting Half-power beam (1/D) First sidelobe (dB)
Uniform 0.88 —13.2
Linear taper 1.28 —26.4

(cos)? taper 1.45 —32.0
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In general, a good approximation for the half-power beamwidth is:

p= % (6.48)

It should be noted that in the case of radar systems, the antenna pattern comes into play both at
transmission and at reception. In this case, the sidelobe level is squared (i.e., doubled when
expressed in dB) and the angle § corresponds to the point where the power is  (i.e,, —6 dB) of
the power at the beam center.

Let us reconsider the case of the array in Figure 6.13 with equally spaced antennas, and let us
assume it is being used to observe a target P. Depending on the mechanism of combining the signal
from each of the antennas, the array can be focused or unfocused. In the most common configu-
ration, the received signal at element A,, is carried via a transmission line of electrical length [,, to a
central receiver which combines the signals from all the elements (Fig. 6.14(a)). If the array trans-
mission lines are selected such that

V1+11:7'2+12:"':}'N+1N (649)

then all the received signals will add in phase in the receiver and the array is said to be focused at the
target point P. If the array is a radar system, the transmitted signal originates at the same point
where the transmission lines are combined, and if the relationship in Equation (6.48) is satisfied,
the echoes will still add in phase.

If the transmission lines are such that all the [,,’s are equal, the array becomes unfocused, except
for a target at infinity.

If each array element has its own receiver and recorder, and the summation is carried on at a later
time in a processor, the same array focusing can be achieved if all the receivers have a common
reference signal, and the received echoes are combined after an appropriate phase shift is added
to them (see Fig. 6.14(b)). In this case, the signal V, from element A,, is shifted by a phase ¢,, = 2kr,
and the total output signal is given by

V= Ve (6.50)
n

This scheme is commonly used in so-called digital beamforming systems. In this case, the signal
from each antenna element is sampled and recorded separately. The overall antenna pattern is then
synthesized later as described in Equation (6.50). This allows one to digitally scan the antenna in
any direction by choosing the appropriate phases used in Equation (6.50).

Similarly, if a single antenna is moved along the array line and from each location x,, a signal is
transmitted, an echo received and coherently recorded, the echoes can then be summed later in a
processor to generate the equivalent of a focused (or unfocused) array (see Fig. 6.14(c)). In this way,
the array is synthesized by using a single moving antenna.

Imaging radar sensors typically use an antenna which illuminates the surface to one side of the
flight track. Usually the antenna has a fan beam which illuminates a highly elongated elliptical
shaped area on the surface as shown in Figure 6.15. The illuminated area across track defines
the image swath. Within the illumination beam, the radar sensor transmits a very short effective
pulse of electromagnetic energy. Echoes from surface points farther away along the cross-track
coordinate will be received at proportionally later time (Fig. 6.15). Thus, by dividing the receive
time in increments of equal time bins, the surface can be subdivided into a series of range bins.
The width in the along-track direction of each range bin is equal to the antenna footprint along
the track x,. As the platform moves, the sets of range bins are covered sequentially, thus allowing
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Figure 6.14 Antenna array focused at point P by adding an appropriate phase shift to each element. The phase
shift can be introduced by having transmission lines of appropriate length (top left), by having a set of phase
shifters, or by having a set of receivers with phase shifters (top right). The same can be achieved with a single
moving antenna/phase shifter/receiver (bottom).

strip mapping of the surface line by line. This is comparable to strip mapping with a push broom
imaging system using a line array in the visible and infrared part of the electromagnetic spectrum.
The brightness associated with each image pixel in the radar image is proportional to the echo
power contained within the corresponding time bin. As we will see later, the different types of ima-
ging radars differ in the way in which the azimuth resolution is achieved.

6.2.2 Signal Properties: Spectrum

Radar sensors are of two general types: continuous wave (CW) and pulsed wave (Fig. 6.16). In the
case of pulsed systems, the number of pulses radiated by the radar per second is called the pulse
repetition frequency (PRF).

Let us consider a signal A(¢) which is a single pulse of length = and carrier frequency f, (Fig. 6.16).
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Figure 6.15 Imaging radars typically use antennas that have elongated gain patterns that are pointed to the
side of the radar flight track. The pulse sweeps across the antenna beam spot, creating an echo as shown in this
figure.
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Figure 6.16 Temporal and spectral characteristics of continuous wave (CW) and pulsed wave signals. n is the
total number of pulses in a pulse train.



6.2 Basic Principles of Radar Sensors

A(t) = A cos ot — % <t< (6.51)

YR

where wy = 2zf,. The corresponding frequency spectrum is

+ o ) +1/2 .
A(fe ™t dt :AJ cos (wot)e™ ™" dt

—1/2

Flo) = |

- 0

—A sin (wp — w)z/2 + sin (wo + w)7/2
B Wy — @ wy + w

which is shown in Figure 6.16(b) (only the positive frequencies are shown). The spectrum is cen-
tered at the angular frequency w, and the first null occurs at

2w
W =wo*t —
T
or
1
= + —
F=Fox -
So the null-to-null bandwidth is
B = 2
T

Also of interest is the half amplitude bandwidth, which is equal to

L2
Tz

B
In general, the bandwidth of a pulse is defined as

B=Z (6.52)
T

Thus, short monochromatic pulses have a wide bandwidth, and long pulses have a narrow
bandwidth.

The bandwidth, and corresponding time length, of a pulse is of key importance in the capability of
the pulse to discriminate neighboring targets (i.e., sensor range resolution). If there are two point
targets separated by a distance Ar, the two received echoes will be separated by a time At = 2Ar/c. If
the sensing pulse has a length 7, it is necessary that z < 2Ar/c in order for the two echoes not to
overlap (Fig. 6.17). Otherwise, it would be perceived that there is only one dispersed target. The
shortest separation Ar that can be measured is given by (see Section 6.2.4):

Ar = oL
2 2B

This is called the range resolution. Thus, in order to get a high-range resolution (e.g., small Ar), a
short pulse or a wide bandwidth pulse is needed.

The energy in a pulse is equal to:

(6.53)

E=Pr (6.54)

where P is the instantaneous peak power. The energy in a pulse characterizes the capability of the
pulse to detect a target, and a high pulse energy is usually desired. This can be achieved by increas-
ing the peak power P. However, the maximum power is severely limited by the sensor hardware,
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Figure 6.17 The range resolution of a radar is determined by the pulse length. If the leading edge of the echo
from the second target arrives at the radar before the trailing edge of the echo from the first target, their returns
cannot be separated as shown in the bottom illustration. In the top illustration, the two targets are far enough
apart that return pulses are recognized as two separate returns.

particularly in the case of spaceborne sensors. The other possibility is to increase z. But, as discussed
earlier, a long pulse corresponds to a narrow bandwidth B and a resulting poor range resolution.
Thus, in order to have a high detection ability (large E or 7) and a high resolution (large B), a pulse
with the seemingly incompatible characteristics of large = and large B is needed. This is made pos-
sible by modulating the pulse (see the next section).

In the case of a periodic signal (Fig. 6.16(c)) consisting of n pulses, the spectrum will consist of a
series of lobes of width 1/nT modulated by an envelope which corresponds to the spectrum of one
pulse. The separation between the lobes is 1/T = PRF.

6.2.3 Signal Properties: Modulation

In designing the signal pattern for a radar sensor, we are faced with the dilemma of wanting a long
pulse with high energy and a wide bandwidth which normally implies a short pulse. This dilemma
is resolved by using pulse modulation. Two types of modulation are discussed here for illustration:
linear frequency modulation, commonly called FM chirp, and binary phase modulation.

In the case of FM chirp, the frequency f, is not kept constant throughout the pulse, but it is lin-
early changed from f, to fo + Af (see Fig. 6.18(a)). Af can be positive (up chirp) or negative (down
chirp). Intuitively, we can say that the bandwidth is equal to

B= |(fo+Af)_f0| = ‘Af|

which is independent of the pulse length z. Thus, a pulse with large r and large B can be
constructed.
The signal expression for a chirp is mathematically given by

A
A(t) = A cos (wot + 2—%2) for 0<t<7
T

=0 otherwise

(6.55)
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Figure 6.18 Chirp signal (a) and compressed (dechirped) signal (b).

The instantaneous angular frequency of such a signal is
A
o(t) = wo + —t (6.56)
T

The reason that a chirp signal of long duration (i.e., high pulse energy) can have a high-range
resolution (i.e., equivalent to a short duration pulse) is that at reception the echo can be compressed
using a matched filter such that at the output of the total energy is compressed into a much shorter
pulse (see Fig. 6.18(b) and Appendix D). This output pulse will still have the same total energy of the
input pulse but will be significantly shorter.

The length of the output pulse 7 is limited by the bandwidth B to (see Appendix D)

1 2n 1

= 5= e S A (6.57)

The compression ratio is then equal to

T ,Aw

— =7 — =7Af (6.58)
T 2r

which is known as the time-bandwidth product of the modulated pulse. Before compression, even
though the echoes from two neighboring targets will overlap, the instantaneous frequency from each
echo at a specific time in the overlap region is different. This allows the separation of the echoes.
Another simple way of explaining the properties of a modulated signal is by using a simplistic
photon analogy. Transmitters are usually limited in how many photons of energy they can emit
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Figure 6.19 The compression of a frequency-modulated signal. The differently labeled photons will move at a
different speed (arrows) through the compression box and exit it at the same time.

per unit time. Thus, in order to emit a large energy, the transmitter has to be on for a long time. By
modulating the signal, we are “labeling” the different photons as a function of emission time (see
Fig. 6.19). Let us say that the first photons are colored red, the next ones emitted after time At yel-
low, then after 2A¢ the color changes to green, and after 3At to blue. When the echo is received, a
“magic box” is used which first identifies the red photons (which enter it first) and slows them down
by a time 3At. The yellow ones are slowed down by a time 2A¢ and the green ones by a time At. In
this way, all the photons will exit the “magic box” at the same time and the instantaneous energy
(i.e., power) is significantly higher.

In the case of binary phase modulation, the transmitted signal phase is changed by 180° at specific
times (see Fig. 6.20) according to a predetermined binary code. At reception, a tapped delay line is
used. Some of the taps have 180° phase shifts injected in them with a pattern identical to the one in
the transmitted pulse. So when the received echo is fully in the delay line, the output is maximum.
One cycle earlier or later, there is mismatch between the received signal and the tapped delay line,
leading to a much weaker output (see Fig. 6.21). In the case illustrated, the point response has a
central peak of 7 with sidelobe of 1. In power, thisis a ratio of 49 (~17 dB). The code used is a Barker
code. The compression ratio is equal to z/z.. In general, for a Barker code of length N, the level of the
sidelobes is 10 log N*.

6.2.4 Range Measurements and Discrimination

If an infinitely short pulse is transmitted toward a point target a distance R away, an infinitely short
pulse echo will be received at time t = 2R/c later, where c is the speed of light. The factor 2 represents
the fact that the signal travels a distance 2R. If the pulse has a length 7, the echo will have a length 7.
If there are two targets separated by a distance AR, the shortest separation AR that can be measured
is given by (Figs. 6.17 and 6.22):

ct ¢

= — 6.59
2 2B ( )

AR =
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Figure 6.20 Binary phase modulation. When the binary code is indicated by (+), the output signal is in phase
with the reference unmodulated signal. When the code is indicated by (=), a 180° phase shift is injected.
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Figure 6.21 Received signals are passed through a tapped delay line with phase shifters corresponding to the
binary code on the transmitted pulse (a). At exact matching the output peaks (b). The compressed signal has a
width of z. even though the input signal has a length of 7.
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For targets closer than this value, the trailing edge of the pulse returned from the first target
will arrive at the radar after the leading edge returned from the second target. This separation
given by Equation (6.59) is called the range resolution. Thus, in order to get good range reso-
lution, we need a short pulse or a wide bandwidth pulse which could be compressed into a
short pulse.

Range discrimination can also be achieved by using frequency modulation as mentioned
before. In this case, a long continuous signal is transmitted with a linearly swept frequency
(see Fig. 6.22(b)). Here, we provide a simple description to illustrate how echoes from different
targets can be discriminated in the case of a long continuous FM signal. Consider a system in
which the echo is mixed with a signal identical to the signal being transmitted with an appro-
priate time delay. The resulting low passed signal has a frequency proportional to the range (see

(a)

Transmitter Targets
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Figure 6.22 (a) The range measurement technique using pulsed radar. Separation of targets would require a
short pulse such that 7< 2 AR/c. (b) The range measurement technique using FM sweep radar.
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Fig. 6.22(b)). Mathematically, the transmitted signal V,(¢) and received signal V,(tf) can be
written as:

Vi(t) ~ cos (wot + mat?®)
2R
V. (t) ~V, <t— T) ~ COS

( 2R> ( 212)2
ool t— =) + zalt—=
C C

After mixing, the output signal V() is the product of the two signals:

1 1
Vo(t) ~ cosayt cosw,t = 5 cos (w; + w, )t — 5 cos (w; — wy )t

where w, and w, are the instantaneous angular frequencies of the transmitted and received signals,
respectively. After the sum frequency is filtered out, the resulting signal is given by

2w0R  4maRt 4maR?
Vo(t) ~ cos (o —wp)t = COS(COCO + maxt _ snd )

c c2

which has a frequency f = 2aR/c. If there are two targets separated by AR, the output signals will be
separated in frequency by

2aAR

Af = .

(6.60)

This should be larger than 1/z:

2aAR 1
c T
c c
= AR> — = —
2ar 2B

This gives the range resolution of such a system, which is identical to Equation (6.53). In the case
of multiple targets, the received echo is mixed with the transmitted signal and then passed through
a bank of filters. This scheme is used in high-resolution altimeters.

6.2.5 Doppler (Velocity) Measurement and Discrimination

Doppler shifts result from the motion of the sensor and/or motion of the targets as discussed in
Chapter 2. This leads to the received echo having frequencies shifted away from the transmitted
frequency by the corresponding Doppler frequencies fy,. The received signal will then be

V(t) ~ Y ancos (wot + want) (6.61)

After downconversion by the carrier frequency, the signal is then passed in a filter bank which
will separate the signals with different Doppler frequencies.

In the case of a pulse signal, the echo will have the same spectrum as the transmitted signal
(Fig. 6.16) but shifted by f; = 2(v/c)fp, where v is the apparent relative velocity of the target. If there
are two targets with apparent velocities v and v + Ao, the echo will contain Doppler shifts at f; and
fa+ Afy. In order to separate the two targets, we need (see Fig. 6.16(c))

1 2A0 1

Afy> —=="—fo> — 6.62
fa> m=—fo> & (6.62)
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Figure 6.23  Spectrum of pulsed train with increasing Doppler shifts. It is apparent that when f; > PRF, there is
ambiguity. Cases b and ¢ have identical apparent spectra.

or

APRF

Av >
2n

(6.63)

This is called the Doppler resolution. To illustrate for a A = 3 cm and Av = 15 m/sec, then
nT>1 ms.

Another limit is that the maximum Doppler shift cannot exceed 1/T = PRF, otherwise ambiguity
occurs (see Fig. 6.23). Thus, if we require a v(max) = 600 m/sec with 4 = 3 cm, then f;(max) =
40 kHz = PRF > 40 kHz.

If for other reasons a lower PRF is required, a number of techniques, such as PRF hopping, have
been used to resolve the ambiguity.

6.2.6 High-Frequency Signal Generation

Radar signals are generated by a series of upconversions in order to use a low-frequency stable oscil-
lator as a source for the output high-frequency signal. At reception, a series of downconversions are
used to bring the signal back to a low frequency for more efficient detection.
Generation of high-frequency signals can be achieved by a number of upconversion techniques.
Let us assume we have two signals V; and V5:
V1 = cos (wqt)

V, = cos (w,t) (6.64)
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If we pass these two signals in a mixer which generates an output V;, proportional to the product
of the inputs, then

1 1
Vo ~ cos (w1t) cos (wyt) = 5 cos (01 + w2)t + 5 cos (01 — w2t (6.65)

If the output is passed through a high-pass filter, then the higher frequency signal is passed
through. This leads to upconversion from w; or w, to w; + w,. This process can be repeated multiple
times leading to very high frequencies.

If V; is a modulated signal, let us say

V1= cos (et + at®) (6.66)
and we mix it with cos(w,t), then
Vo ~ cos [(a)l + a)z)t + atz] (667)

This shows that the carrier frequency is upconverted but the bandwidth stays the same (Fig. 6.24).
If we pass the V7 signal into a nonlinear device which provides an output proportional to the
square of the input, then

1 1
Vo ~ V3= cos?(wnt) = 5 +5cos (2wnt) (6.68)
and the output signal has double the frequency of the input signal. If V; is modulated, then
1 1
Vo~ Vi = cos?(wnt + at’) = 5+ 5 cos (2m1t + 2ar) (6.69)

In this case, the bandwidth is also doubled (see Fig. 6.24).

(a)

B
N
t
d AN 5
X D
/ f1 + f2
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=

Figure 6.24 Generation of a high-frequency signal by (a) mixing and (b) squaring.
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At reception, mixers are used to generate the sum and difference frequencies. A low-pass filter
will then filter out the high-frequency component and leave only the low-frequency component.
This allows us to reduce the frequency of a received signal.

6.3 Imaging Sensors: Real Aperture Radars

The real aperture imaging technique leads to an azimuth resolution which is linearly proportional
to the distance between the sensor and the surface. Therefore, this technique is not used from space-
borne platforms if the objective is to have high-resolution imaging. It is commonly used for scat-
terometry and altimetry, which will be discussed later in this chapter. In this section, we will
particularly emphasize some of the elements common to any imaging radar system, be it real aper-
ture or synthetic aperture.

6.3.1 Imaging Geometry

The configuration of an imaging radar system is shown in Figure 6.25. The radar antenna illumi-
nates a surface strip to one side of the nadir track. This side-looking configuration is necessary to
eliminate right-left ambiguities from two symmetric equidistant points. As the platform moves in
its orbit, a continuous strip of swath width SW is mapped along the flight line. The swath width is
given by:

h h
SW ~ p A

(6.70)

cos 260 - W cos?0

Figure 6.25 Geometry of a real aperture imaging radar.
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where £ is the antenna beamwidth in elevation, W is the width of the antenna, and @ is called
the look angle. This expression assumes that f < 1 and does not take into account the Earth’s
curvature.

To illustrate, for A =27 cm, h =800 km, 6 =20°, and W = 2.1 m, the resulting swath width is
equal to 100 km.

6.3.2 Range Resolution

The range resolution corresponds to the minimum distance between two points on the surface
which can still be separable. If two points are separated by a distance X, their respective echoes
will be separated by a time difference At equal to:

2X
At = T sin @ (6.71)

As discussed earlier, the smallest discriminable time difference is equal to 7 or 1/B. Thus, the
range resolution is given by

X
2 sinf =1

¢ (6.72)
ct C

=X, = =
"7 2sing 2B sin 6

Thus, a signal of bandwidth B=20 MHz will provide a range resolution equal to 22 m for 8 = 20°.

We note that the resolution as described by Equation (6.72) is known as the ground range reso-
lution as it refers to the closest separation on the surface at which two targets can still be discrimi-
nated. Earlier in Equations (6.53) and (6.59) we derived the resolution of two targets along the direct
line of sight of the radar. This is commonly known as the slant range resolution of the radar. As can
be seen from the expressions in Equations (6.53) and (6.72), the ground range and slant range reso-
lutions differ only in the sin 8 term in the denominator of Equation (6.72), which represents the
projection of the pulse on the surface. In practice, the range resolution is also a function of the sur-
face slope. Surfaces that are sloped toward the radar have local angles of incidence less than that of
an untilted surface, and the ground range resolution will be poorer for the tilted surfaces.

6.3.3 Azimuth Resolution

The azimuth resolution corresponds to the two nearest separable points along an azimuth line, that
is, on a constant delay line. It is obvious that this is equal to the width of the antenna footprint
because the echoes from all the points along a line spanning that width are returned at the same
time. Thus, the azimuth resolution is equal to

h o ha
cosf® ~ Lcosé

.= (6.73)
where £ is the antenna beamwidth in azimuth.

Toillustrate, for h =800 km, 41 =23 cm, L =12 m, and # = 20°, then X, =16.3 km. Evenifis
as short as 2 cm, X, will still be equal to about 1.4 km, which is considered a low resolution for
imaging applications. This is the reason why real aperture technique is not used from orbiting plat-
forms when high resolution is desired.

It should be pointed out that the expression for the azimuth resolution is similar to the expression
of the theoretical resolution in optical sensors. However, in the case of optical sensors, 4 is extremely
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small (order of a micron), thus allowing resolutions of a few tens of meters from orbit with aperture
size of only a few centimeters.

6.3.4 Radar Equation

One of the factors which determines the quality of the imagery acquired with an imaging radar
sensor is the signal-to-noise ratio (SNR) for a pixel element in the image. In this section, we will
consider only the thermal noise. Speckle noise will be considered in a later section.

Let P, be the transmitted peak power and G = 4zA/A” the gain of the antenna. The power density
per unit area incident on the illuminated surface is

P, = —— cos@ (6.74)
The backscattered power is then equal to
P, = PiSo (6.75)

where S is the area illuminated at a certain instant of time (e.g., S = X,,X,) and ¢ is the surface back-
scatter cross section (similar to the surface albedo in the visible). The reflected power density per
unit area in the neighborhood of the sensor is

P
= 6.76
7 4mr? ( )
and the total power collected by the antenna is
P, = AP,
or
PG A
Pr = |:W COSQ:| [XaXrU] [W:|
(6.77)
_ P, W?Lco cos*0
"~ 8z ik’ B sind
The thermal noise in the receiver is given by
Py = kTB (6.78)

where k is the Boltzmann constant (k = 1.3807* W/° KHz) and T is the total noise temperature
(including the receiver thermal temperature and the illuminated surface temperature). The result-
ing SNR is then

P. P,

R= — =
SN Py kTB

(6.79)

A simple way of characterizing an imaging radar sensor is to determine the surface backscatter
cross section which gives a SNR equal to one. This is called the noise equivalent backscatter cross
section o,,.

There are a number of factors which would improve the SNR (i.e., decrease s,,) beyond the value
given in Equation (6.79). One such factor is the use of a dispersed pulse with a compression ratio
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I =7 /r =7 B, where 7’ is the disperse pulse length. This improves the SNR by /, which can com-
monly exceed 20 dB. In this case, the SNR becomes

Pl W?Lco cos*0
87kTB ih® B sind

SNR = (6.80)

6.3.5 Signal Fading

At every instant of time, the radar pulse illuminates a certain surface area which consists of many
scattering points. Thus, the returned echo is the coherent addition of the echoes from a large num-
ber of points. The returns from these points add vectorially and result into a single vector which
represents the amplitude V and phase ¢ of the total echo (see Fig. 6.26). The phase ¢; of each ele-
mentary vector is related to the distance between the sensor and the corresponding scattering point.
If the sensor moves by a small amount, all the phases ¢; will change, leading to a change in the
composite amplitude V. Thus, successive observations of the same surface area as the sensor moves
by will result in a different value V. This variation is called fading. In order to characterize the back-
scatter properties of the surface area, many observations will be needed and then averaged. Sim-
ilarly, if we take two neighboring areas which have the same backscatter cross section ¢ but have
somewhat different fine details, the returned signals from the two areas will be different. Thus, an
image of a homogeneous surface with a constant backscatter cross section will show brightness
variations from one pixel to the next. This is called speckle. In order to measure the backscatter
cross section of the surface, the returns from many neighboring pixels will have to be averaged.

Let us assume that the illuminated area contains only two reflecting identical points A and B
(Fig. 6.27) separated by a distance d. The received voltage at the radar is given by

V = Voe N 4 yye ik (6.81)
and assuming that d < 1y, then
V= Voe—izkro [e—ikdsiné) +et ikdsine}

2xd 6.82
=| V| =2Vy|cos <% sinﬁ)’ (6.82)

Figure 6.26 Composite return from an area with
multiple scatterers.

¢
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Figure 6.27 Geometry illustrating the return from two point scatterers A and B.

If the radar is moving at a constant velocity », and assuming that 6 is small, then

2zdot
V| =2V —_— .
| V| ocos</m )‘ (6.83)
This function is plotted in Figure 6.27. It shows that the received voltage varies periodically with a
frequency
do
= — 6.84

If we have a very large number of scattering points between A and B, the resulting oscillation
will have frequencies up to fa;. Thus, if we have a continuous distribution of points from A to B,
the returned echo will oscillate as a function of time with an oscillation spectrum containing fre-
quencies from zero to fj.

Let us assume that the radar antenna has a length L, then the maximum area illuminated by the
central beam has a length X, equal to:

2ih
Xo= 2 (6.85)
In this case, d = X,; thus, from Equation (6.84):
20
= — 6.86
fu=3 (6.56)

If T = X, /v is the total time during which the surface pixel is observed, then the product N, = f3,T
is equal to:
20X, 2X,
T Lo L

(6.87)
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This product represents the maximum number of cycles in the fading signal that result from a
certain pixel. This corresponds approximately to the number of independent samples which corre-
spond to the imaged pixel.

6.3.6 Fading Statistics

The instantaneous voltage V due to a large number of scatterers Nj is
Ny
V=V = J V e (6.88)
n=1

If Ny is very large and V,, and ¢,, are independent random variables with ¢,, uniformly distributed
over the range (0, 27), then V, has a Rayleigh distribution

Ve _
p(V,) = S—;e Vs (6.89)

and ¢ has a uniform distribution

p(p)=1/2z (6.90)

where s is the variance of the signal. The mean of the Rayleigh distribution is given by

Ve=4/=s (6.91)

V2 = 2¢? (6.92)

The resulting variance for the fluctuating component is
=, e
PV (V) = (2— E)s2 (6.93)

and the ratio of the square of the mean of the envelope (i.e., the dc component) to the variance of the
fluctuating component (i.e., the ac component) is given by
= \2
Vv
s= T - 7 566 or 5.6 dB
V2 4—r
f
The ratio S corresponds to an inherent “signal-to-noise ratio” or “signal-to-fluctuation ratio” for
a Rayleigh fading signal even in the absence of additional thermal noise.
If the radar receiver measures the power P of the echo instead of the voltage V, the corresponding
probability distribution is given by

p(P) dP=p(V) dV (6.94)
and
dP =2V dV
Then
1 —P/2s*
p(P)=—e (6.95)
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which is an exponential distribution. The mean value is
P = 25> (6.96)

Figure 6.28(a) shows the comparison between the Rayleigh, exponentially, and Gaussian
(thermal noise) distribution.
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Figure 6.28 (a) Exponential, Rayleigh, and Gaussian distributions. (b) Density functions for an N variable
Rayleigh distribution. Source: Ulaby et al. (1982). © 1982, Artech House.
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In order to reduce the fading (or speckle) effect, fading signals or speckled pixels are averaged
or low-pass filtered. If N signals are averaged, the variance of the sum is equal to the mean
squared ac component divided by N. Thus, for a square law detector, the standard deviation
is given by

2 —
. _ (P) P
sy = ——=— and sy = —= 6.97
N N N \/N ( )
Figure 6.28(b) shows the density functions of N variables with Rayleigh distribution.
Let us assume a fading signal of bandwidth B is continuously integrated over a time T much
longer than the time for the autocovariance function to reduce to zero. If BT >> 1, it can be shown
that the integration is equivalent to averaging of N signals where

N ~ BT (6.98)

N represents the maximum number of cycles in the fading signal.

The number of independent samples in an imaging radar may be increased by transmitting a
signal with a larger bandwidth B’ than the bandwidth B required for t