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elow is a chapter-by-chapter list of the

media resources available on the
Instructor’s CD-ROM and website
www.courses.bfwpub.com/lehninger6e.

e Mechanism Animations (12 total) show key
reactions in detail.

¢ Technique Animations (10 total) reveal the
experimental techniques available to
researchers today.

e Living Graphs (15 total) allow students to
alter the parameters in key equations and
graph the results.

e Molecular Structure Tutorials (9 total) guide
students through concepts using three-
dimensional molecular models.

New animations will be added throughout the life
of the edition.

Chapter 2 Water
Living Graph: Henderson-Hasselbalch Equation

Chapter 3 Amino Acids, Peptides, and Proteins
Molecular Structure Tutorials: Protein
Architecture—Amino Acids

Technique Animation: SDS Gel Electrophoresis

Chapter 4 The Three-Dimensional Structure of Proteins

Molecular Structure Tutorials:

Protein Architecture—Sequence and Primary
Structure

Protein Architecture—The « Helix
Protein Architecture—The 8 Sheet
Protein Architecture—Turn

Protein Architecture—Introduction to Tertiary
Structure

Protein Architecture—Tertiary Structure of
Fibrous Proteins

Protein Architecture—Tertiary Structure of
Small Globular Proteins

Protein Architecture—Tertiary Structure of
Large Globular Proteins

Protein Architecture—Quaternary Structure
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Chapter 5 Protein Function
Molecular Structure Tutorial: Oxygen-Binding
Proteins—Myoglobin: Oxygen Storage

Living Graphs:
Protein-Ligand Interactions
Binding Curve for Myoglobin

Molecular Structure Tutorial: Oxygen-Binding
Proteins—Hemoglobin: Oxygen Transport

Living Graphs:
Cooperative Ligand Binding
Hill Equation

Molecular Structure Tutorials:
Oxygen-Binding Proteins—Hemoglobin Is
Susceptible to Allosteric Regulation

Oxygen-Binding Proteins—Defects in Hb Lead
to Serious Genetic Disease

MHC Molecules
Technique Animation: Immunoblotting

Chapter 6 Enzymes

Living Graphs:
Michaelis-Menten Equation
Competitive Inhibitor
Uncompetitive Inhibitor
Mixed Inhibitor

Mechanism Animation: Chymotrypsin
Mechanism

Living Graph: Lineweaver-Burk Equation

Chapter 8 Nucleotides and Nucleic Acids
Molecular Structure Tutorial: Nucleotides, Build-
ing Blocks of Amino Acids

Technique Animation: Dideoxy Sequencing
of DNA

Chapter 9 DNA-Based Information Technologies
Molecular Structure Tutorial: Restriction
Endonucleases

Technique Animations:
Plasmid Cloning

Reporter Constructs
Polymerase Chain Reaction
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Synthesizing an Oligonucleotide Array

Screening an Oligonucleotide Array for Patterns
of Gene Expression

Yeast Two-Hybrid Systems
Creating a Transgenic Mouse

Chapter 11 Biological Membranes and Transport

Living Graphs:

Free-Energy Change for Transport
Free-Energy Change for Transport of an Ion

Chapter 12 Biosignaling
Molecular Structure Tutorial: Trimeric G Proteins—
Molecular On/Off Switches

Chapter 13 Bioenergetics and Biochemical Reaction Types
Living Graphs:

Free-Energy Change

Free-Energy of Hydrolysis of ATP

Chapter 14 Glycolysis, Gluconeogenesis, and the Pentose
Phosphate Pathway

Mechanism Animations:

Phosphohexose Isomerase Mechanism

Alcohol Dehydrogenase Mechanism
Thiamine Pyrophosphate Mechanism

Chapter 16 The Citric Acid Cycle
Mechanism Animation: Citrate Synthase
Mechanism

Chapter 17 Fatty Acid Catabolism
Mechanism Animation: Fatty Acyl-CoA
Synthetase Mechanism

Chapter 18 Amino Acid Oxidation and the Production of Urea
Mechanism Animations:
Pyridoxal Phosphate Reaction Mechanism
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Carbamoyl Phosphate Synthetase I Mechanism
Argininosuccinate Synthetase Mechanism

Chapter 19 Oxidative Phosphorylation and

Photophosphorylation

Living Graph: Free-Energy Change for
Transport of an Ion

Molecular Structure Tutorial: Bacteriorhodopsin

Chapter 20 Carbohydrate Biosynthesis in
Plants and Bacteria
Mechanism Animation: Rubisco Mechanism

Chapter 22 Biosynthesis of Amino Acids, Nucleotides,
and Related Molecules

Mechanism Animations:

Tryptophan Synthase Mechanism

Thymidylate Synthase Mechanism

Chapter 24 Genes and Chromosomes
Animation: Three-Dimensional Packaging of
Nuclear Chromosomes

Chapter 25 DNA Metabolism
Molecular Structure Tutorial: Restriction
Endonucleases

Animation:
Nucleotide Polymerization by DNA Polymerase

DNA Synthesis

Chapter 26 RNA Metaholism

Animation: mRNA Splicing

Molecular Structure Tutorial: Hammerhead
Ribozyme

Animation: Life Cycle of an mRNA

Chapter 28 Regulation of Gene Expression
Molecular Structure Tutorial: Lac Repressor
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About the Authors

David L. NE]SO“, born in Fairmont, Minnesota, received
his BS in Chemistry and Biology from St. Olaf College
in 1964 and earned his PhD in Biochemistry at Stan-
ford Medical School under Arthur Kornberg. He was a
postdoctoral fellow at the Harvard Medical School with
Eugene P. Kennedy, who was one of Albert Lehninger’s
first graduate students. Nelson joined the faculty of the
University of Wisconsin—Madison in 1971 and became a
full professor of biochemistry in 1982. He was for eight
years the Director of the Center for Biology Education
at the University of Wisconsin—-Madison.

Nelson’s research has focused on the signal trans-
ductions that regulate ciliary motion and exocytosis
in the protozoan Paramecium. The enzymes of signal
transductions, including a variety of protein kinases,
are primary targets of study. His research group has
used enzyme purification, immunological techniques,
electron microscopy, genetics, molecular biology, and
electrophysiology to study these processes.

Dave Nelson has a distinguished record as a lec-
turer and research supervisor. For 40 years he has
taught an intensive survey of biochemistry for advanced
biochemistry undergraduates in the life sciences. He
has also taught a survey of biochemistry for nursing
students, and graduate courses on membrane struc-
ture and function and on molecular neurobiology. He
has sponsored numerous PhD, MS, and undergraduate
honors theses and has received awards for his outstand-
ing teaching, including the Dreyfus Teacher—Scholar
Award, the Atwood Distinguished Professorship, and
the Unterkofler Excellence in Teaching Award from the
University of Wisconsin System. In 1991-1992 he was a
visiting professor of chemistry and biology at Spelman
College. His second love is history, and in his dotage he
has begun to teach the history of biochemistry to under-
graduates and to collect antique scientific instruments
for use in a laboratory course he teaches.

Michael M. CoX was born in Wilmington, Delaware. In
his first biochemistry course, Lehninger’s Biochemistry
was a major influence in refocusing his fascination with
biology and inspiring him to pursue a career in biochem-
istry. After graduating from the University of Delaware
in 1974, Cox went to Brandeis University to do his doc-
toral work with William P. Jencks, and then to Stanford
in 1979 for postdoctoral study with I. Robert Lehman.
He moved to the University of Wisconsin—-Madison in
1983 and became a full professor of biochemistry in
1992.

Cox’s doctoral research was on general acid and
base catalysis as a model for enzyme-catalyzed reac-
tions. At Stanford, he began work on the enzymes
involved in genetic recombination. The work focused
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particularly on the RecA protein, designing purification
and assay methods that are still in use, and illuminating
the process of DNA branch migration. Exploration of
the enzymes of genetic recombination has remained the
central theme of his research.

Mike Cox has coordinated a large and active research
team at Wisconsin, investigating the enzymology, topol-
ogy, and energetics of genetic recombination. A primary
focus has been the mechanism of RecA protein—-mediated
DNA strand exchange, the role of ATP in the RecA sys-
tem, and the regulation of recombinational DNA repair.
Part of the research program now focuses on organisms
that exhibit an especially robust capacity for DNA repair,
such as Deinococcus radiodurans, and the applications
of those repair systems to biotechnology.

For almost 30 years he has taught (with Dave
Nelson) the survey of biochemistry to undergraduates
and has lectured in graduate courses on DNA structure
and topology, protein-DNA interactions, and the bio-
chemistry of recombination. More recent projects have
been the organization of a new course on professional
responsibility for first-year graduate students and the
establishment of a systematic program to draw talented
biochemistry undergraduates into the laboratory at an
early stage of their collegiate career. He has received
awards for both his teaching and his research, including
the Dreyfus Teacher—Scholar Award, the 1989 Eli Lilly
Award in Biological Chemistry, and the 2009 Regents
Teaching Excellence Award from the University of
Wisconsin. He is also highly active in national efforts to
provide new guidelines for undergraduate biochemistry
education. His hobbies include turning 18 acres of Wis-
consin farmland into an arboretum, wine collecting, and
assisting in the design of laboratory buildings.
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A Note on the Nature of Science

In this twenty-first century, a typical science education
often leaves the philosophical underpinnings of sci-
ence unstated, or relies on oversimplified definitions. As
you contemplate a career in science, it may be useful to
consider once again the terms science, scientist, and
scientific method.

Science is both a way of thinking about the natural
world and the sum of the information and theory that
result from such thinking. The power and success of
science flow directly from its reliance on ideas that can
be tested: information on natural phenomena that can
be observed, measured, and reproduced and theories
that have predictive value. The progress of science rests
on a foundational assumption that is often unstated but
crucial to the enterprise: that the laws governing forces
and phenomena existing in the universe are not subject
to change. The Nobel laureate Jacques Monod referred
to this underlying assumption as the “postulate of objec-
tivity.” The natural world can therefore be understood
by applying a process of inquiry—the scientific method.
Science could not succeed in a universe that played
tricks on us. Other than the postulate of objectivity, sci-
ence makes no inviolate assumptions about the natural
world. A useful scientific idea is one that (1) has been or
can be reproducibly substantiated and (2) can be used
to accurately predict new phenomena.

Scientific ideas take many forms. The terms that sci-
entists use to describe these forms have meanings quite
different from those applied by nonscientists. A hypoth-
ests is an idea or assumption that provides a reasonable
and testable explanation for one or more observations,
but it may lack extensive experimental substantiation.
A scientific theory is much more than a hunch. It is
an idea that has been substantiated to some extent
and provides an explanation for a body of experimental
observations. A theory can be tested and built upon and
is thus a basis for further advance and innovation. When
a scientific theory has been repeatedly tested and vali-
dated on many fronts, it can be accepted as a fact.

In one important sense, what constitutes science
or a scientific idea is defined by whether or not it is
published in the scientific literature after peer review by
other working scientists. About 16,000 peer-reviewed
scientific journals worldwide publish some 1.4 million
articles each year, a continuing rich harvest of informa-
tion that is the birthright of every human being.

Scientists are individuals who rigorously apply
the scientific method to understand the natural world.
Merely having an advanced degree in a scientific disci-
pline does not make one a scientist, nor does the lack
of such a degree prevent one from making important
scientific contributions. A scientist must be willing to
challenge any idea when new findings demand it. The

— b

ideas that a scientist accepts must be based on measur-
able, reproducible observations, and the scientist must
report these observations with complete honesty.

The scientific method is actually a collection of
paths, all of which may lead to scientific discovery. In the
hypothesis and experiment path, a scientist poses a
hypothesis, then subjects it to experimental test. Many of
the processes that biochemists work with every day were
discovered in this manner. The DNA structure elucidated
by James Watson and Francis Crick led to the hypothesis
that base pairing is the basis for information transfer in
polynucleotide synthesis. This hypothesis helped inspire
the discovery of DNA and RNA polymerases.

Watson and Crick produced their DNA structure
through a process of model building and calculation.
No actual experiments were involved, although the model
building and calculations used data collected by other
scientists. Many adventurous scientists have applied the
process of exploration and observation as a path to dis-
covery. Historical voyages of discovery (Charles Darwin’s
1831 voyage on H.M.S. Beagle among them) helped to
map the planet, catalog its living occupants, and change
the way we view the world. Modern scientists follow
a similar path when they explore the ocean depths or
launch probes to other planets. An analog of hypothesis
and experiment is hypothesis and deduction. Crick rea-
soned that there must be an adaptor molecule that facili-
tated translation of the information in messenger RNA
into protein. This adaptor hypothesis led to the discovery
of transfer RNA by Mahlon Hoagland and Paul Zamecnik.

Not all paths to discovery involve planning. Serendip-
ity often plays a role. The discovery of penicillin by Alex-
ander Fleming in 1928 and of RNA catalysts by Thomas
Cech in the early 1980s were both chance discoveries,
albeit by scientists well prepared to exploit them. Inspira-
tzon can also lead to important advances. The polymerase
chain reaction (PCR), now a central part of biotechnology,
was developed by Kary Mullis after a flash of inspiration
during a road trip in northern California in 1983.

These many paths to scientific discovery can seem
quite different, but they have some important things in
common. They are focused on the natural world. They
rely on reproducible observation and/or experiment.
All of the ideas, insights, and experimental facts that
arise from these endeavors can be tested and repro-
duced by scientists anywhere in the world. All can be
used by other scientists to build new hypotheses and
make new discoveries. All lead to information that is
properly included in the realm of science. Understand-
ing our universe requires hard work. At the same time,
no human endeavor is more exciting and potentially
rewarding than trying, and occasionally succeeding, to
understand some part of the natural world.
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Preface

s we complete our work on this sixth edition of

Lehninger Principles of Biochemistry, we are again
struck by the remarkable changes in the field of biochem-
istry that have occurred between editions. The sheer
volume of new information from high-throughput DNA
sequencing, x-ray crystallography, and the manipulation
of genes and gene expression, to cite only three examples,
challenges both the seasoned researcher and the first-time
biochemistry student. Our goal here is to strike a balance:
to include new and exciting research findings without
making the book overwhelming for students. The primary
criterion for inclusion is that the new finding helps to illus-
trate an important principle of biochemistry.

The image on our cover, a map of the known meta-
bolic transformations in a mitochondrion, illustrates the
richness of factual material now available about bio-
chemical transformations. We can no longer treat meta-
bolic “pathways” as though they occurred in isolation; a
single metabolite may be simultaneously part of many
pathways in a three-dimensional network of metabolic
transformations. Biochemical research focuses more and
more upon the interactions among these pathways, the
regulation of their interactions at the level of gene and
protein, and the effects of regulation upon the activities
of a whole cell or organism.

This edition of LPOB reflects these realities. Much of
the new material that we have added reflects our increas-
ingly sophisticated understanding of regulatory mecha-
nisms, including those involved in altering the synthesis
of enzymes and their degradation, those responsible for
the control and timing of DNA synthesis and the cell
cycle, and those that integrate the metabolism of car-
bohydrates, fats, and proteins over time in response to
changes in the environment and in different cell types.

Even as we strive to incorporate the latest major
advances, certain hallmarks of the book remain unchanged.
We continue to emphasize the relevance of biochemistry

to the molecular mechanisms of disease, highlighting the
special role that biochemistry plays in advancing human
health and welfare. A special theme is the metabolic basis
of diabetes and the factors that predispose to the disease.
This theme is interwoven through many chapters and
serves to integrate the discussion of metabolism. We also
underscore the importance of evolution to biochemistry.
Evolutionary theory is the bedrock upon which all biologi-
cal sciences rest, and we have not wasted opportunities to
highlight its important role in our discipline.

To a significant degree, research progress in bio-
chemistry runs in parallel with the development of bet-
ter tools and techniques. We have therefore highlighted
some of these crucial developments. Chapter 9, DNA-
Based Information Technologies, in particular, has been
significantly revised to include the latest advances in
genomics and next-generation sequencing.

Finally, we have devoted considerable attention to
making the text and the art even more useful to stu-
dents learning biochemistry for the first time. To those
familiar with the book, some of these changes will be
obvious as soon as you crack the cover.

With every revision of this textbook, we have striven
to maintain the qualities that made the original Lehninger
text a classic—clear writing, careful explanations of diffi-
cult concepts, and insightful communication to students
of the ways in which biochemistry is understood and
practiced today. The authors have written together for
almost 25 years and taught introductory biochemistry
together for nearly 30. Our thousands of students at the
University of Wisconsin—Madison over those years have
been an endless source of ideas about how to present
biochemistry more clearly; they have enlightened and
inspired us. We hope that this sixth edition of Lehninger
will in turn enlighten and inspire current students of bio-
chemistry everywhere, and perhaps lead some of them to
love biochemistry as we do.

New Art

The most obvious change to the book is the
completely revamped art program. Our goal
throughout has been to improve pedagogy,
drawing on modern graphic resources to make
our subject as clear as humanly possible. Many
figures illustrate new topics, and much of the
art has been reconceived and modernized in
style. Defining features of the new art program
include:

» Smarter renditions of classic figures
are easier to interpret and learn from;
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»  Asymmetric lipid distribution in bilayers
(Chapter 11)

» Role of BAR superfamily proteins in membrane
curvature (Chapter 11)

»  Scaffold proteins (AKAPS and others) and their
regulatory roles (Chapter 12)

» Reactive oxygen species as byproducts and as
signals (Chapter 19)

»  Structure and function of the oxygen-evolving
metal cluster in PSII (Chapter 19)

»  Formation and transport of lipoproteins in
mammals, including the roles of SREBP SCAP, and
Insig in cholesterol regulation (Chapter 21)

» Integration of carbohydrate and lipid metabolism
by PPARs, SREBPs, mTORC1, and LXR (Chapters
21, 23)

» Creatine phosphate and the role of creatine kinase
in moving ATP to the cytosol (Chapter 23)

——
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Microbial symbionts in the gut and their influence on
energy metabolism and adipogenesis (Chapter 23)

Nucleosomes: their modification and positioning
and higher-order chromatin structure (Chapter 24)

DNA polymerases and homologous recombination
(Chapter 25)

Loading of eukaryotic RNA polymerase II
(Chapter 26)

Mutation-resistant nature of the genetic code
(Chapter 27)

Regulation of eukaryotic gene expression by
miRNAs (Chapters 26 and 28).

DNA looping, combinatorial control, chromatin
remodeling, and positive regulation in eukaryotes
(Chapter 28)

Regulation of the initiation of transcription in
eukaryotes (Chapter 28)

Steroid-binding nuclear receptors (Chapter 28)

New Biochemical Methods

An appreciation of biochemistry often requires an under-
standing of how biochemical information is obtained.
Some of the new methods or updates described in this
edition are:

» Modern Sanger protein sequencing and mass
spectrometry (Chapter 3)

»  Mass spectrometry applied to proteomics, glycomics,
lipidomics, and metabolomics (Chapters 3, 7, 10)

»  Oligosaccharide microarrays to explore protein-
oligosaccharide interactions and the “carbohydrate
code” (Chapter 7)

Modern genomic methods (Chapter 9)

Genetic engineering of photosynthetic organisms
(Chapter 20)

Use of positron emission tomography (PET) to
visualize tumors and brown adipose tissue
(Chapter 23)

Development of bacterial strains with altered
genetic codes for site-specific insertion of novel
amino acids into proteins (Chapter 27)

New Medical Applications

5| This icon is used throughout the book to denote
material of special medical interest. As teach-
ers, our goal is for students to learn biochemistry and
to understand its relevance to a healthier life and a
healthier planet. Many sections explore what we know
about the molecular mechanisms of disease. A few
of the new or revised medical applications in this edi-
tion are:

» Box 4-6, Death by Misfolding: The Prion Diseases
» Paganini and Ehlers-Danlos syndrome (Chapter 4)

»  HIV protease inhibitors and how basic enzymatic
principles influenced their design (Chapter 6)

»  Blood coagulation cascade and hemophilia
(Chapter 6)

»  Curing African sleeping sickness with an enzymatic
suicide inhibitor (Chapter 6)

» How researchers locate human genes involved in
inherited diseases (Chapter 9)

— b

Multidrug resistance transporters and their
importance in clinical medicine (Chapter 11)

Multistep progression to colorectal cancer
(Chapter 12)

Cholesterol metabolism, cardiovascular disease,
and mechanism of plaque formation in
atherosclerosis (Chapter 21)

P-450 and drug interactions (Chapter 21)

HMG-CoA reductase (Chapter 21) and Box 21-3,
The Lipid Hypothesis and the Development of
Statins

Box 24-1, Curing Disease by Inhibiting
Topoisomerases, describing the use of
topoisomerase inhibitors in the treatment of
bacterial infections and cancer, including material
on ciprofloxacin (the antibiotic effective for
anthrax)

Stem cells (Chapter 28)
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Special Theme: Understanding Metaholism through Obesity and Diabetes

Obesity and its medical consequences—cardiovascular
disease and diabetes—are fast becoming epidemic in
the industrialized world, and we include new material
on the biochemical connections between obesity and
health throughout this edition. Our focus on diabetes
provides an integrating theme throughout the chapters
on metabolism and its control, and this will, we hope,
inspire some students to find solutions for this disease.
Some of the sections and boxes that highlight the inter-
play of metabolism, obesity, and diabetes are:

» Untreated Diabetes Produces Life-Threatening
Acidosis (Chapter 2)

» Box 7-1, Blood Glucose Measurements in

>

»

Adipose Tissue Generates Glycerol 3-phosphate by
Glyceroneogenesis (Chapter 21)

Diabetes Mellitus Arises from Defects in Insulin
Production or Action (Chapter 23)

Section 23.4, Obesity and the Regulation of Body
Mass, includes a new discussion of the roles of
TORC1 in regulating cell growth

Section 23.5, Obesity, the Metabolic Syndrome,
and Type 2 Diabetes, discusses the role of ectopic
lipids and inflammation in the development of
insulin resistance and the management of type 2
diabetes with exercise, diet, and medication

the Diagnosis and Treatment of Diabetes,
introduces hemoglobin glycation and AGEs
and their role in the pathology of advanced
diabetes

»  Glucose Uptake Is Deficient in Type 1
Diabetes Mellitus (Chapter 14)

»  Ketone Bodies Are Overproduced in
Diabetes and during Starvation (Chapter 17)

Fatty
acids

»  Some Mutations in Mitochondrial Genomes
Cause Disease (Chapter 19)

» Diabetes Can Result from Defects in the
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Mitochondria of Pancreatic 8 Cells
(Chapter 19)

Overloading adipocytes with triacylglycerols triggers inflammation in fat tissue,
ectopic lipid deposition, and insulin resistance.

Special Theme: Evolution

Every time a biochemist studies a developmental pathway
in nematodes, identifies key parts of an enzyme active site
by determining what parts are conserved between spe-
cies, or searches for the gene underlying a human genetic
disease, he or she is relying on evolutionary theory. Fund-
ing agencies support the work in nematodes knowing that
the insights will be relevant to humans. The conservation
of functional residues in an enzyme active site telegraphs
the shared history of every organism on the planet. More
often than not, the search for a disease gene is a sophis-
ticated exercise in phylogenetics. Evolution is thus a
foundational concept to our discipline. Some of the many
sections and boxes that deal with evolution include:

»  Section 1.5, Evolutionary Foundations, discusses
how life may have evolved and recounts some of
the early milestones in the evolution of eukaryotic
cells

»  Genome Sequencing Informs Us about Our
Humanity (Chapter 9)

» Genome Comparisons Help Locate Genes Involved
in Disease (Chapter 9)

» Genome Sequences Inform Us about Our Past and
Provide Opportunities for the Future (Chapter 9)

— b

Box 9-3, Getting to Know the Neanderthals

ABC Transporters Use ATP to Drive the Active
Transport of a Wide Variety of Substrates
(Chapter 11)

Signaling Systems of Plants Have Some of the
Same Components Used by Microbes and
Mammals (Chapter 12)

The B-Oxidation Enzymes of Different Organelles
Have Diverged during Evolution (Chapter 17)

Section 19.10, The Evolution of Oxygenic
Photosynthesis

Mitochondria and Chloroplasts Evolved from
Endosymbiotic Bacteria (Chapter 19)

Photosystems I and II Evolved from Bacterial
Photosystems (Chapter 19)

RNA Synthesis Offers Important Clues to
Biochemical Evolution (Chapter 26)

Box 27-1, Exceptions That Prove the Rule: Natural
Variations in the Genetic Code

Box 27-2, From an RNA World to a Protein World
Box 28-1, Of Fins, Wings, Beaks, and Things
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Lehninger Teaching Hallmarks

Students encountering biochemistry for the first
time often have difficulty with two key aspects
of the course: approaching quantitative problems
and drawing on what they learned in organic
chemistry to help them understand biochem-
istry. Those same students must also learn a

Claisen condensation:

Acetyl-CoA methyl group of
acetyl-CoA converted
Il to methylene in citrate.
(&) CHy—C-S-CoA
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Problem-Solving Tools

> In-text Worked Examples help students improve
their quantitative problem-solving skills, taking them
through some of the most difficult equations. New
worked examples appear in Chapters 1, 2, and 19.

» More than 600 end-of-chapter problems
(about 25 of them new) give students further
opportunity to practice what they have learned.

» Data Analysis Problems (one at the end of each
chapter), contributed by Brian White of the
University of Massachusetts—Boston, encourage
students to synthesize what they have learned and
apply their knowledge to the interpretation of data
from the literature.

Key Conventions

Many of the conventions that are so necessary for
understanding each biochemical topic and the biochem-
ical literature are broken out of the text and highlighted.
These Key Conventions include clear statements of
many assumptions and conventions that students are
often expected to assimilate without being told (for
example, peptide sequences are written from amino- to
carboxyl-terminal end, left to right; nucleotide sequences
are written from 5’ to 3" end, left to right).

Media and Supplements

A full package of media resources and supplements pro-
vides instructors and students with innovative tools to
support a variety of teaching and learning approaches.
All these resources are fully integrated with the style
and goals of the sixth-edition textbook.

*NEW* BiochemPortal
(courses.bfwpuh.com/lehninger6e)

This comprehensive and robust online teaching and
learning tool incorporates the e-Book, all instructor and
student resources, instructor assignment and gradebook
functionality, and a new LearningCurve quizzing tool.

» BiochemPortal includes the e-Book, with the full
contents of the text, highlighting and note-taking
tools, and links to important media assets (listed
below).

» In addition to all instructor resources (listed
below), BiochemPortal provides instructors with
the ability to assign any resource, as well as
e-Book readings, discussion board posts, and their
own materials. A gradebook tracks all student
scores and can be easily exported to Excel or a
campus Course Management System.

» New BiochemPortal also includes LearningCurve,
a self-paced adaptive quizzing tool. With questions
tailored to students’ target difficulty level and an
engaging scoring system, LearningCurve
encourages students to incorporate content from

— b
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WORKED EXAMPLE 19-2 Stoichiometry of ATP Production:
Effect of ¢ Ring Size

(a) If bovine mitochondria have 8 ¢ subunits per c ring,
what is the predicted ratio of ATP formed per NADH
oxidized? (b) What is the predicted value for yeast
mitochondria, with 10 ¢ subunits? (c) What are the
comparable values for electrons entering the respira-
tory chain from FADH,?

Solution: (a) The question asks us to determine how
many ATP are produced per NADH. This is another
way of asking us to calculate the P/O ratio, or x in
Equation 19-11. If the ¢ ring has 8 c subunits, then one
full rotation will transfer 8 protons to the matrix and
produce 3 ATP molecules. But this synthesis also
requires the transport of 3 P; into the matrix, at a cost
of 1 proton each, adding 3 more protons to the total
number required. This brings the total cost to (11 pro-
tons)/(3 ATP) = 3.7 protons/ATP. The consensus value
for the number of protons pumped out per pair of elec-
trons transferred from NADH is 10 (see Fig. 19-19). So,
oxidizing 1 NADH produces (10 protons)/(3.7 protons/
ATP) = 2.7 ATP.

(b) If the c ring has 10 ¢ subunits, then one full rota-
tion will transfer 10 protons to the matrix and produce 3
ATP molecules. Adding in the 3 protons to transport the
3 P, into the matrix brings the total cost to (13 protons)/
(3 ATP) = 4.3 protons/ATP. Oxidizing 1 NADH produc-
es (10 protons)/(4.3 protons/ATP) = 2.3 ATP.

(c) When electrons enter the respiratory chain
from FADH; (at ubiquinone), only 6 protons are avail-
able to drive ATP synthesis. This changes the calcula-
tion for bovine mitochondria to (6 protons)/(3.7pro-
tons/ ATP) = 1.6 ATP per pair of electrons from
FADH,. For yeast mitochondria, the calculation is (6
protons)/(4.3 protons/ATP) = 1.4 ATP per pair of elec-
trons from FADH,.

These calculated values of & or the P/O ratio define
a range that includes the experimental values of 2.5
ATP/NADH and 1.5 ATP/FADH,, and we therefore use
these values throughout this book.

the text into their study routine and provides them
with a study plan on completion.

»  Students can access any of the student resources
provided with the text (see below) through links in
the e-Book or the handy Resources tab.

e-Book (ebooks.bfwpub.com/lehninger6e)

This online version of the textbook combines the con-
tents of the printed book with electronic study tools and
a full complement of student media specifically created
to support the text. The e-Book also provides useful
material for instructors.

> e-Book study tools include instant navigation to
any section or page of the book, bookmarks,
highlighting, note-taking, instant search for any term,
pop-up key-term definitions, and a spoken glossary.

» The text-specific student media, fully integrated
throughout the e-Book, include animated enzyme
mechanisms, animated biochemical techniques,
problem-solving videos, molecular structure
tutorials in Jmol, Protein Data Bank IDs in Jmol,
and Living Graphs (each described under “Student
Resources” below).

» Instructor features include the ability to add
notes or files to any page and to share these notes
with students. Notes may include text, Web links,
animations, or photos. Instructors can also assign
the entire text or a custom version of the e-Book.
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Instructor Resources

Instructors are provided with a comprehensive set of
teaching tools, each developed to support the text, lec-
ture presentations, and individual teaching styles. All
instructor media are available for download on the book
website (www.whfreeman.com/lehninger6e) and on
the Instructor Resource DVD (ISBN 1-4641-0969-9).

>

New clicker questions provide instructors with
dynamic multiple-choice questions to be used with
iClicker or other classroom response systems. The
clicker questions have been written specifically to
foster active learning in the classroom and better
inform instructors on student misunderstandings.

Fully optimized JPEG files of every figure,
photo, and table in the text feature enhanced
color, higher resolution, and enlarged fonts. The

——

problem-solving help to students. Through a two-
part approach, each 10-minute video covers a key
textbook problem representing a topic that students
traditionally struggle to master. Dr. Ensign first
describes a proven problem-solving strategy and
then applies the strategy to the problem at hand in
clear, concise steps. Students can easily pause,
rewind, and review any steps as they wish until they
firmly grasp not just the solution but also the
reasoning behind it. Working through the problems
in this way is designed to make students better and
more confident at applying key strategies as they
solve other textbook and exam problems.

»  Student versions of the Animated Enzyme
Mechanisms and Animated Biochemical
Techniques help students understand key
mechanisms and techniques at their own pace.

files have been reviewed by course instructors and

tested in a large lecture hall to ensure
maximum clarity and visibility. The
JPEGs are also offered in separate files
and in PowerPoint format for each
chapter.

Animated Enzyme Mechanisms and
Animated Biochemical Techniques
are available in Flash files and
preloaded into PowerPoint, in both PC
and Macintosh formats, for lecture
presentation.

A list of Protein Data Bank IDs for
the structures in the text are arranged
by figure number. A new feature in this
edition is an index to all structures in
the Jmol interactive Web browser
applet.

Living Graphs, illustrating key
equations from the textbook, show the
graphic results of changing parameters.
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Protein Architecture Molecular Structure Tutorial

A comprehensive Test Bank in PDF and editable

Word formats includes 150 multiple-choice and >
short-answer problems per chapter, rated by level

of difficulty.

Student Resources

Students are provided with media designed to enhance
their understanding of biochemical principles and

Molecular Structure Tutorials, using the Jmol-
Web browser applet, allow students to explore in
more depth the molecular structures included in
the textbook, including:

Protein Architecture
Bacteriorhodopsin

Lac Repressor

improve their problem-solving ability. All student media,

along with the PDB Structures and Living Graphs, are
also in the e-Book, and many are available on the book
website (www.whfreeman.com/lehninger6e). ® Icons in

Nucleotides
MHC Molecules

Trimeric G Proteins

the text indicate the availability of relevant animation,

Living Graph, or Molecular Structure Tutorial.
>

Problem-Solving Videos, created by Scott Ensign
of Utah State University, provide 24/7 online

Oxygen-Binding Proteins
Restriction Endonucleases

Hammerhead Ribozyme

— b
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The Absolute, Ultimate Guide to Lehninger Principles
of Biochemistry, Sixth Edition, Study Guide and
Solutions Manual, by Marcy 0sgood (University of
New Mexico School of Medicine) and Karen Ocorr
(Sanford-Burnham Medical Research Institute):
ISBN 1429294760

The Absolute, Ultimate Guide combines an innovative
study guide with a reliable solutions manual (providing
extended solutions to end-of-chapter problems) in one
convenient volume. Thoroughly class-tested, the study
guide includes for each chapter:

——

Preface  Xiii

Major Concepts: a road map through the chapter

v

What to Review: questions that recap key points
from previous chapters

» Discussion Questions: provided for each section;
designed for individual review, study groups, or
classroom discussion

» A Self-Test: “Do you know the terms?”; crossword
puzzles; multiple-choice, fact-driven questions; and
questions that ask students to apply their new
knowledge in new directions—plus answers!
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as a cataclysmic explosion of hot, energy-rich sub-

atomic particles. Within seconds, the simplest ele-
ments (hydrogen and helium) were formed. As the
universe expanded and cooled, material condensed
under the influence of gravity to form stars. Some stars
became enormous and then exploded as supernovae,
releasing the energy needed to fuse simpler atomic
nuclei into the more complex elements. Atoms and mol-
ecules formed swirling masses of dust particles, and
their accumulation led eventually to the formation of
rocks, planetoids, and planets. Thus were produced,
over billions of years, Earth itself and the chemical ele-
ments found on Earth today. About four billion years
ago, life arose—simple microorganisms with the ability
to extract energy from chemical compounds and, later,
from sunlight, which they used to make a vast array of
more complex biomolecules from the simple elements
and compounds on the Earth’s surface. We and all other
living organisms are made of stardust.

Biochemistry asks how the remarkable properties
of living organisms arise from the thousands of different
biomolecules. When these molecules are isolated and
examined individually, they conform to all the physical
and chemical laws that describe the behavior of inani-
mate matter—as do all the processes occurring in living
organisms. The study of biochemistry shows how the
collections of inanimate molecules that constitute living
organisms interact to maintain and perpetuate life ani-
mated solely by the physical and chemical laws that
govern the nonliving universe.

Yet organisms possess extraordinary attributes,
properties that distinguish them from other collections

A bout fourteen billion years ago, the universe arose

of matter. What are these distinguishing features of
living organisms?

A high degree of chemical complexity and
microscopic organization. Thousands of different
molecules make up a cell’s intricate internal struc-
tures (Fig. 1-1a). These include very long polymers,
each with its characteristic sequence of subunits, its
unique three-dimensional structure, and its highly
specific selection of binding partners in the cell.

Systems for extracting, transforming, and using
energy from the environment (Fig. 1-1b), enabling
organisms to build and maintain their intricate
structures and to do mechanical, chemical, osmotic,
and electrical work. This counteracts the tendency of
all matter to decay toward a more disordered state, to
come to equilibrium with its surroundings.

Defined functions for each of an organism’s
components and regulated interactions among
them. This is true not only of macroscopic struc-
tures, such as leaves and stems or hearts and lungs,
but also of microscopic intracellular structures and
individual chemical compounds. The interplay among
the chemical components of a living organism is
dynamic; changes in one component cause coordi-
nating or compensating changes in another, with the
whole ensemble displaying a character beyond that
of its individual parts. The collection of molecules
carries out a program, the end result of which is
reproduction of the program and self-perpetuation of
that collection of molecules—in short, life.

Mechanisms for sensing and responding to
alterations in their surroundings. Organisms
constantly adjust to these changes by adapting
their internal chemistry or their location in the
environment.

A capacity for precise self-replication and
self-assembly (Fig. 1-1c). A single bacterial cell
placed in a sterile nutrient medium can give rise to

1
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FIGURE 1-1 Some characteristics of living matter. (a) Microscopic
complexity and organization are apparent in this colorized image of a thin

section of a secretory cell from the pancreas, viewed with the electron
microscope. (b) A prairie falcon acquires nutrients and energy by con-
suming a smaller bird. (¢) Biological reproduction occurs with near-perfect
fidelity.

a billion identical “daughter” cells in 24 hours. Each
cell contains thousands of different molecules,
some extremely complex; yet each bacterium is a
faithful copy of the original, its construction directed
entirely from information contained in the genetic
material of the original cell. On a larger scale, the
progeny of a vertebrate animal share a striking
resemblance to their parents, also the result of their
inheritance of parental genes.

A capacity to change over time by gradual evolu-
tion. Organisms change their inherited life strategies,
in very small steps, to survive in new circumstances.
The result of eons of evolution is an enormous
diversity of life forms, superficially very different
(Fig. 1-2) but fundamentally related through their
shared ancestry. This fundamental unity of living
organisms is reflected at the molecular level in the
similarity of gene sequences and protein structures.

Despite these common properties, and the funda-
mental unity of life they reveal, it is difficult to make
generalizations about living organisms. Earth has an
enormous diversity of organisms. The range of habitats,
from hot springs to Arctic tundra, from animal intestines

FIGURE 1-2 Diverse living organisms share common chemical fea-
tures. Birds, beasts, plants, and soil microorganisms share with humans
the same basic structural units (cells) and the same kinds of macromol-

ecules (DNA, RNA, proteins) made up of the same kinds of monomeric
subunits (nucleotides, amino acids). They utilize the same pathways for
synthesis of cellular components, share the same genetic code, and
derive from the same evolutionary ancestors. Shown here is a detail
from B The Garden of Eden,D by Jan van Kessel the Younger (1626D1679).

to college dormitories, is matched by a correspondingly
wide range of specific biochemical adaptations, achieved
within a common chemical framework. For the sake of
clarity, in this book we sometimes risk certain general-
izations, which, though not perfect, remain useful; we
also frequently point out the exceptions to these gener-
alizations, which can prove illuminating.

Biochemistry describes in molecular terms the struc-
tures, mechanisms, and chemical processes shared by all
organisms and provides organizing principles that under-
lie life in all its diverse forms, principles we refer to col-
lectively as the molecular logic of life. Although bio-
chemistry provides important insights and practical
applications in medicine, agriculture, nutrition, and indus-
try, its ultimate concern is with the wonder of life itself.

In this introductory chapter we give an overview of
the cellular, chemical, physical, and genetic back-
grounds to biochemistry and the overarching principle
of evolution—how life emerged and evolved into the
diversity of organisms we see today. As you read
through the book, you may find it helpful to refer back
to this chapter at intervals to refresh your memory of
this background material.

1.1 Cellular Foundations

The unity and diversity of organisms become apparent
even at the cellular level. The smallest organisms consist
of single cells and are microscopic. Larger, multicellular
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organisms contain many different types of cells, which
vary in size, shape, and specialized function. Despite
these obvious differences, all cells of the simplest and
most complex organisms share certain fundamental
properties, which can be seen at the biochemical level.

Cells Are the Structural and Functional Units
of All Living Organisms

Cells of all kinds share certain structural features
(Fig. 1-3). The plasma membrane defines the periph-
ery of the cell, separating its contents from the sur-
roundings. It is composed of lipid and protein molecules
that form a thin, tough, pliable, hydrophobic barrier
around the cell. The membrane is a barrier to the free
passage of inorganic ions and most other charged or
polar compounds. Transport proteins in the plasma
membrane allow the passage of certain ions and mole-
cules; receptor proteins transmit signals into the cell,
and membrane enzymes participate in some reaction
pathways. Because the individual lipids and proteins of
the plasma membrane are not covalently linked, the
entire structure is remarkably flexible, allowing changes
in the shape and size of the cell. As a cell grows, newly
made lipid and protein molecules are inserted into its
plasma membrane; cell division produces two cells, each
with its own membrane. This growth and cell division
(fission) occurs without loss of membrane integrity.
The internal volume enclosed by the plasma mem-
brane, the cytoplasm (Fig. 1-3), is composed of an
aqueous solution, the eytosol, and a variety of suspended
particles with specific functions. These particulate com-
ponents (membranous organelles such as mitochondria
and chloroplasts; supramolecular structures such as ribo-
somes and proteasomes, the sites of protein synthesis
and degradation) sediment when cytoplasm is centrifuged
at 150,000 g (g is the gravitational force of Earth). What
remains as the supernatant fluid is the cytosol, a highly

* . Cytoplasm

g s Plasma membrane
/- .' T Ribosomes
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. j organelles
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Animal cell

FIGURE 1-3 The universal features of living cells. All cells have a nucleus
or nucleoid containing their DNA, a plasma membrane, and cytoplasm.
The cytosol is defined as that portion of the cytoplasm that remains in the
supernatant after gentle breakage of the plasma membrane and centrifu-
gation of the resulting extract at 150,000 g for 1 hour. Eukaryotic cells
contain a variety of membrane-bounded organelles (mitochondria, chloro-
plasts) and large particles (ribosomes, for example), which are sedimented
by this centrifugation and can be recovered from the pellet.
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concentrated solution containing enzymes and the RNA
molecules that encode them; the components (amino
acids and nucleotides) from which these macromolecules
are assembled; hundreds of small organic molecules called
metabolites, intermediates in biosynthetic and degrada-
tive pathways; coenzymes, compounds essential to many
enzyme-catalyzed reactions; and inorganic ions.

All cells have, for at least some part of their life, either
a nucleoid or a nucleus, in which the genome—the
complete set of genes, composed of DNA—is replicated
and stored, with its associated proteins. The nucleoid, in
bacteria and archaea, is not separated from the cytoplasm
by a membrane; the nucleus, in eukaryotes, is enclosed
within a double membrane, the nuclear envelope. Cells
with nuclear envelopes make up the large domain Eukarya
(Greek eu, “true,” and karyon, “nucleus”). Microorgan-
isms without nuclear membranes, formerly grouped
together as prokaryotes (Greek pro, “before”), are now
recognized as comprising two very distinct groups: the
domains Bacteria and Archaea, described below.

Cellular Dimensions Are Limited by Diffusion

Most cells are microscopic, invisible to the unaided eye.
Animal and plant cells are typically 5 to 100 wm in diam-
eter, and many unicellular microorganisms are only 1 to
2 pm long (see the inside back cover for information on
units and their abbreviations). What limits the dimen-
sions of a cell? The lower limit is probably set by the
minimum number of each type of biomolecule required
by the cell. The smallest cells, certain bacteria known as
mycoplasmas, are 300 nm in diameter and have a volume
of about 107 mL. A single bacterial ribosome is about
20 nm in its longest dimension, so a few ribosomes take up
a substantial fraction of the volume in a mycoplasmal cell.

The upper limit of cell size is probably set by the
rate of diffusion of solute molecules in aqueous systems.
For example, a bacterial cell that depends on oxygen-
consuming reactions for energy extraction must obtain
molecular oxygen by diffusion from the surrounding
medium through its plasma membrane. The cell is so
small, and the ratio of its surface area to its volume is so
large, that every part of its cytoplasm is easily reached
by O, diffusing into the cell. With increasing cell size,
however, surface-to-volume ratio decreases, until
metabolism consumes O, faster than diffusion can sup-
ply it. Metabolism that requires O, thus becomes impos-
sible as cell size increases beyond a certain point, plac-
ing a theoretical upper limit on the size of cells. Oxygen
is only one of many low molecular weight species that
must diffuse from outside the cell to various regions of
its interior, and the same surface-to-volume argument
applies to each of them as well.

There Are Three Distinct Domains of Life

All living organisms fall into one of three large groups
(domains) that define three branches of the evolution-
ary tree of life originating from a common progenitor
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FIGURE 1-4 Phylogeny of the three domains of life. Phylogenetic rela-
tionships are often illustrated by a Bfamily treeb of this type. The basis
for this tree is the similarity in nucleotide sequences of the ribosomal
RNAs of each group; the more similar the sequence, the closer the loca-
tion of the branches, with the distance between branches representing
the degree of difference between two sequences. Phylogenetic trees can

(Fig. 1-4). Two large groups of single-celled microor-
ganisms can be distinguished on genetic and biochemical
grounds: Bacteria and Archaea. Bacteria inhabit soils,
surface waters, and the tissues of other living or decaying
organisms. Many of the Archaea, recognized as a distinct
domain by Carl Woese in the 1980s, inhabit extreme
environments—salt lakes, hot springs, highly acidic bogs,
and the ocean depths. The available evidence suggests
that the Archaea and Bacteria diverged early in evolu-
tion. All eukaryotic organisms, which make up the third
domain, Eukarya, evolved from the same branch that
gave rise to the Archaea; eukaryotes are therefore more
closely related to archaea than to bacteria.

Within the domains of Archaea and Bacteria are
subgroups distinguished by their habitats. In aerobic
habitats with a plentiful supply of oxygen, some resi-
dent organisms derive energy from the transfer of elec-
trons from fuel molecules to oxygen within the cell.
Other environments are anaerobic, virtually devoid of
oxygen, and microorganisms adapted to these environ-
ments obtain energy by transferring electrons to nitrate
(forming N,), sulfate (forming H,S), or CO, (forming
CH,). Many organisms that have evolved in anaerobic
environments are obligate anaerobes: they die when
exposed to oxygen. Others are facultative anaerobes,
able to live with or without oxygen.

Organisms Differ Widely in Their Sources of Energy
and Biosynthetic Precursors

We can classify organisms according to how they obtain
the energy and carbon they need for synthesizing cellular

Methanosarcina
Methanobacterium

Methanococcus

Thermococcus

Eukarya

. Animals
Slime

molds

Entamoebae
Fungi

Plants
Ciliates

Halophiles

Flagellates

Trichomonads

Microsporidia
Diplomonads

also be constructed from similarities across species of the amino acid
sequences of a single protein. For example, sequences of the protein
GroEL (a bacterial protein that assists in protein folding) were compared to
generate the tree in Figure 3D35. The tree in Figure 3D36 is a Dconsensusb
tree, which uses several comparisons such as these to derive the best
estimates of evolutionary relatedness among a group of organisms.

material (as summarized in Fig. 1-5). There are two
broad categories based on energy sources: phototrophs
(Greek trophé, “nourishment”) trap and use sunlight, and
chemotrophs derive their energy from oxidation of a
chemical fuel. Some chemotrophs oxidize inorganic fuels—
HS™ to S (elemental sulfur), S" to to or

to for example. Phototrophs and chemotrophs
may be further divided into those that can synthesize all of
their biomolecules directly from CO, (autotrophs) and
those that require some preformed organic nutrients made
by other organisms (heterotrophs). We can describe an
organism’s mode of nutrition by combining these terms.
For example, cyanobacteria are photoautotrophs; humans
are chemoheterotrophs. Even finer distinctions can be
made, and many organisms can obtain energy and carbon
from more than one source under different environmental
or developmental conditions.

Bacterial and Archaeal Cells Share Common Features
but Differ in Important Ways

The best-studied bacterium, Escherichia colz, is a usu-
ally harmless inhabitant of the human intestinal tract.
The E. coli cell (Fig. 1-6a) is an ovoid about 2 pum
long and a little less than 1 um in diameter, but other
bacteria may be spherical or rod-shaped. It has a pro-
tective outer membrane and an inner plasma mem-
brane that encloses the cytoplasm and the nucleoid.
Between the inner and outer membranes is a thin but
strong layer of a high molecular weight polymer (pepti-
doglycan) that gives the cell its shape and rigidity. The
plasma membrane and the layers outside it constitute
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FIGURE 1-5 All organisms can be classified according to their source of energy (sunlight or oxidizable chemical compounds) and their source

of carbon for the synthesis of cellular material.

the cell envelope. The plasma membranes of bacteria
consist of a thin bilayer of lipid molecules penetrated
by proteins. Archaeal plasma membranes have a similar
architecture, but the lipids can be strikingly different
from those of bacteria (see Fig. 10-12). Bacteria and
archaea have group-specific specializations of their cell
envelopes (Fig. 1-6b—d). Some bacteria, called gram-
positive because they are colored by Gram’s stain
(introduced by Hans Peter Gram in 1882), have a thick
layer of peptidoglycan outside their plasma membrane
but lack an outer membrane. Gram-negative bacteria
have an outer membrane composed of a lipid bilayer
into which are inserted complex lipopolysaccharides
and proteins called porins that provide transmembrane
channels for low molecular weight compounds and ions
to diffuse across this outer membrane. The structures
outside the plasma membrane of archaea differ from
organism to organism, but they, too, have a layer of
peptidoglycan or protein that confers rigidity on their
cell envelopes.

The cytoplasm of E. coli¢ contains about 15,000
ribosomes, various numbers (10 to thousands) of copies
of each of 1,000 or so different enzymes, perhaps 1,000
organic compounds of molecular weight less than 1,000
(metabolites and cofactors), and a variety of inorganic
ions. The nucleoid contains a single, circular molecule
of DNA, and the cytoplasm (like that of most bacteria)
contains one or more smaller, circular segments of DNA
called plasmids. In nature, some plasmids confer resis-
tance to toxins and antibiotics in the environment. In
the laboratory, these DNA segments are especially ame-
nable to experimental manipulation and are powerful
tools for genetic engineering (see Chapter 9).

Other species of bacteria, as well as archaea, contain
a similar collection of biomolecules, but each species has
physical and metabolic specializations related to its envi-
ronmental niche and nutritional sources. Cyanobacteria,
for example, have internal membranes specialized to
trap energy from light (see Fig. 19-67). Many archaea
live in extreme environments and have biochemical
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(a) Ribosomes Bacterial and archaeal ribosomes are smaller than
eukaryotic ribosomes, but serve the same function—

(b) Gram-positive bacteria
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FIGURE 1-6 Some common structural features of bacterial and archaeal
cells. (a) This correct-scale drawing of E. coli serves to illustrate some
common features. (b) The cell envelope of gram-positive bacteria is a single
membrane with a thick, rigid layer of peptidoglycan on its outside surface.
A variety of polysaccharides and other complex polymers are interwoven
with the peptidoglycan, and surrounding the whole is a porous Bsolid
layerD composed of glycoproteins. (c) E. coli is gram-negative and has a
double membrane. Its outer membrane has a lipopolysaccharide (LPS)
on the outer surface and phospholipids on the inner surface. This outer

adaptations to survive in extremes of temperature, pres-
sure, or salt concentration. Differences in ribosomal
structure gave the first hints that Bacteria and Archaea
constituted separate domains. Most bacteria (including
E. coli) exist as individual cells, but often associate in
biofilms or mats, in which large numbers of cells adhere
to each other and to some solid substrate beneath or at
an aqueous surface. Cells of some bacterial species (the
myxobacteria, for example) show simple social behavior,
forming many-celled aggregates in response to signals
between neighboring cells.

Eukaryotic Cells Have a Variety of Membranous

Organelles, Which Can Be Isolated for Study

Typical eukaryotic cells (Fig. 1-7) are much larger than
bacteria—commonly 5 to 100 wm in diameter, with cell

Plasma membrane [

Cytoplasm J\Lipoprotein

(d) Methanothermus, an extremely heat-tolerant archaeon

Solid layer [ 5;;___-:3 _Pb@E PpaE =
i e = I A
Glycoprotein =~ | - S T n S -
Pseudo- o
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Cytoplasm

membrane is studded with protein channels (porins) that allow small
molecules, but not proteins, to diffuse through. The inner (plasma) mem-
brane, made of phospholipids and proteins, is impermeant to both large
and small molecules. Between the inner and outer membranes, in the
periplasm, is a thin layer of peptidoglycan, which gives the cell shape and
rigidity, but does not retain Gram's stain. (d) Archaeal membranes vary in
structure and composition, but all have a single membrane surrounded by
an outer layer that includes either a peptidoglycanlike structure, a porous
protein shell (solid layer), or both.

volumes a thousand to a million times larger than those
of bacteria. The distinguishing characteristics of eukary-
otes are the nucleus and a variety of membrane-enclosed
organelles with specific functions. These organelles
include mitochondria, the site of most of the energy-
extracting reactions of the cell; the endoplasmic retic-
ulum and Golgi complexes, which play central roles in
the synthesis and processing of lipids and membrane
proteins; peroxisomes, in which very long-chain fatty
acids are oxidized; and lysosomes, filled with digestive
enzymes to degrade unneeded cellular debris. In addi-
tion to these, plant cells also contain vacuoles (which
store large quantities of organic acids) and chloro-
plasts (in which sunlight drives the synthesis of ATP in
the process of photosynthesis) (Fig. 1-7). Also present
in the cytoplasm of many cells are granules or droplets
containing stored nutrients such as starch and fat.
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(a) Animal cell
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FIGURE 1-7 Eukaryotic cell structure. Schematic illustrations of two labeled in red are unique to animal cells; those labeled in green are
major types of eukaryotic cell: (a) a representative animal cell and (b) a unique to plant cells. Eukaryotic microorganisms (such as protists and
representative plant cell. Plant cells are usually 10 to 100 wm in diameterb fungi) have structures similar to those in plant and animal cells, but

larger than animal cells, which typically range from 5 to 30 wm. Structures many also contain specialized organelles not illustrated here.
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In a major advance in biochemistry, Albert Claude,
Christian de Duve, and George Palade developed methods
for separating organelles from the cytosol and from each
other—an essential step in investigating their structures
and functions. In a typical cell fractionation (Fig. 1-8),
cells or tissues in solution are gently disrupted by physical
shear. This treatment ruptures the plasma membrane but
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FIGURE 1-8 Subcellular fractionation of tissue. A tissue such as liver is
first mechanically homogenized to break cells and disperse their contents
in an aqueous buffer. The sucrose medium has an osmotic pressure simi-
lar to that in organelles, thus balancing diffusion of water into and out of
the organelles, which would swell and burst in a solution of lower osmo-
larity (see Fig. 2D13). The large and small particles in the suspension can
be separated by centrifugation at different speeds. Larger particles sedi-
ment more rapidly than small particles, and soluble material does not
sediment. By careful choice of the conditions of centrifugation, subcellular
fractions can be separated for biochemical characterization.

leaves most of the organelles intact. The homogenate is
then centrifuged; organelles such as nuclei, mitochondria,
and lysosomes differ in size and therefore sediment at dif-
ferent rates.

These methods were used to establish, for example,
that lysosomes contain degradative enzymes, mitochon-
dria contain oxidative enzymes, and chloroplasts contain
photosynthetic pigments. The isolation of an organelle
enriched in a certain enzyme is often the first step in the
purification of that enzyme.

The Cytoplasm Is Organized by the Cytoskeleton
and Is Highly Dynamic

Fluorescence microscopy reveals several types of pro-
tein filaments crisscrossing the eukaryotic cell, forming
an interlocking three-dimensional meshwork, the eyto-
skeleton. There are three general types of cytoplasmic
filaments—actin filaments, microtubules, and interme-
diate filaments (Fig. 1-9)—differing in width (from
about 6 to 22 nm), composition, and specific function.
All types provide structure and organization to the cyto-
plasm and shape to the cell. Actin filaments and micro-
tubules also help to produce the motion of organelles or
of the whole cell.

Each type of cytoskeletal component is composed
of simple protein subunits that associate noncovalently
to form filaments of uniform thickness. These fila-
ments are not permanent structures; they undergo
constant disassembly into their protein subunits and
reassembly into filaments. Their locations in cells are
not rigidly fixed but may change dramatically with
mitosis, cytokinesis, amoeboid motion, or changes in
cell shape. The assembly, disassembly, and location of
all types of filaments are regulated by other proteins,
which serve to link or bundle the filaments or to move
cytoplasmic organelles along the filaments. (Bacteria
contain actinlike proteins that serve similar roles in
those cells.)

The picture that emerges from this brief survey of
eukaryotic cell structure is of a cell with a meshwork of
structural fibers and a complex system of membrane-
enclosed compartments (Fig. 1-7). The filaments disas-
semble and then reassemble elsewhere. Membranous
vesicles bud from one organelle and fuse with another.
Organelles move through the cytoplasm along protein
filaments, their motion powered by energy-dependent
motor proteins. The endomembrane system segre-
gates specific metabolic processes and provides surfaces
on which certain enzyme-catalyzed reactions occur.
Exocytosis and endocytosis, mechanisms of transport
(out of and into cells, respectively) that involve mem-
brane fusion and fission, provide paths between the
cytoplasm and surrounding medium, allowing for secre-
tion of substances produced in the cell and uptake of
extracellular materials.
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FIGURE 1-9 The three types of cytoskeletal filaments: actin filaments,
microtubules, and intermediate filaments. Cellular structures can be
labeled with an antibody (that recognizes a characteristic protein) cova-
lently attached to a fluorescent compound. The stained structures are
visible when the cell is viewed with a fluorescence microscope. (a)
Endothelial cells from the bovine pulmonary artery. Bundles of actin fila-
ments called Dstress fibersD are stained red; microtubules, radiating from
the cell center, are stained green; and chromosomes (in the nucleus) are
stained blue. (b) A newt lung cell undergoing mitosis. Microtubules
(green), attached to structures called kinetochores (yellow) on the con-
densed chromosomes (blue), pull the chromosomes to opposite poles,
or centrosomes (magenta), of the cell. Intermediate filaments, made of
keratin (red), maintain the structure of the cell.

Although complex, this organization of the cyto-
plasm is far from random. The motion and positioning of
organelles and cytoskeletal elements are under tight
regulation, and at certain stages in its life, a eukaryotic
cell undergoes dramatic, finely orchestrated reorgani-
zations, such as the events of mitosis. The interactions
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between the cytoskeleton and organelles are noncova-
lent, reversible, and subject to regulation in response to
various intracellular and extracellular signals.

Cells Build Supramolecular Structures

Macromolecules and their monomeric subunits differ greatly
in size (Fig. 1-10). An alanine molecule is less than 0.5 nm
long. A molecule of hemoglobin, the oxygen-carrying
protein of erythrocytes (red blood cells), consists of nearly
600 amino acid subunits in four long chains, folded into
globular shapes and associated in a structure 5.5 nm in
diameter. In turn, proteins are much smaller than ribo-
somes (about 20 nm in diameter), which are in turn much
smaller than organelles such as mitochondria, typically
1,000 nm in diameter. It is a long jump from simple biomol-
ecules to cellular structures that can be seen with the light
microscope. Figure 1-11 illustrates the structural hierar-
chy in cellular organization.

The monomeric subunits of proteins, nucleic acids,
and polysaccharides are joined by covalent bonds. In
supramolecular complexes, however, macromolecules
are held together by noncovalent interactions—much
weaker, individually, than covalent bonds. Among these
noncovalent interactions are hydrogen bonds (between
polar groups), ionic interactions (between charged
groups), hydrophobic interactions (among nonpolar
groups in aqueous solution), and van der Waals interac-
tions (London forces)—all of which have energies much
smaller than those of covalent bonds. These noncova-
lent interactions are described in Chapter 2. The large
numbers of weak interactions between macromolecules
in supramolecular complexes stabilize these assemblies,
producing their unique structures.

In Vitro Studies May Overlook Important Interactions
among Molecules

One approach to understanding a biological process is
to study purified molecules in vitro (“in glass”—in the
test tube), without interference from other molecules
present in the intact cell—that is, in vivo (“in the
living”™). Although this approach has been remarkably
revealing, we must keep in mind that the inside of a cell
is quite different from the inside of a test tube. The
“interfering” components eliminated by purification
may be critical to the biological function or regulation of
the molecule purified. For example, in vitro studies of
pure enzymes are commonly done at very low enzyme
concentrations in thoroughly stirred aqueous solutions.
In the cell, an enzyme is dissolved or suspended in the
gel-like cytosol with thousands of other proteins, some
of which bind to that enzyme and influence its activity.
Some enzymes are components of multienzyme com-
plexes in which reactants are channeled from one
enzyme to another, never entering the bulk solvent.
When all of the known macromolecules in a cell are
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represented at their known dimensions and concentra-
tions (Fig. 1-12), it is clear that the cytosol is very

crowded and that diffusion of macromolecules within

the cytosol must be slowed by collisions with other large
structures. In short, a given molecule may behave quite

function of individual enzymes and other biomolecules—
to understand function in vivo as well as in vitro.

SUMMARY 1.1 Cellular Foundations

. . S » All cells are bounded by a plasma membrane; have
differently in the cell and in vitro. A central challenge of .. Y aDe ’
. . . . a cytosol containing metabolites, coenzymes,
biochemistry is to understand the influences of cellular . .
o o inorganic ions, and enzymes; and have a set, of
organization and macromolecular associations on the . 1 . .
genes contained within a nucleoid (bacteria and
archaea) or nucleus (eukaryotes).
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CH, CH,OH (|3H2 » Bacterial and archaeal cells contain cytosol, a
Alanine Serine CO0O~ nucleoid, and plasmids, all contained within a cell
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The cell Supramaolecular
and its arganelles complexes

[*1p,

FIGURE 1-11 Structural hierarchy in the molecular organization of
cells. The organelles and other relatively large components of cells are
composed of supramolecular complexes, which in turn are composed of
smaller macromolecules and even smaller molecular subunits. For

segregated in specific organelles; organelles can be
separated and studied in isolation.

» Cytoskeletal proteins assemble into long filaments
that give cells shape and rigidity and serve as rails
along which cellular organelles move throughout
the cell.

Cell ~ Flagellum
envelope
Outer membrane
Inner membrane
- & — Ribosome
DNA
(nucleoid) |#

FIGURE 1-12 The crowded cell. This drawing by David Goodsell is an
accurate representation of the relative sizes and numbers of macromol-
ecules in one small region of an E. coli cell. This concentrated cytosol,
crowded with proteins and nucleic acids, is very different from the typi-
cal extract of cells used in biochemical studies, in which the cytosol has
been diluted manyfold and the interactions between diffusing macro-
molecules have been strongly altered.
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example, the nucleus of this plant cell contains chromatin, a supramo-
lecular complex that consists of DNA and basic proteins (histones).
DNA is made up of simple monomeric subunits (nucleotides), as are
proteins (amino acids).

» Supramolecular complexes held together by
noncovalent interactions are part of a hierarchy of
structures, some visible with the light microscope.
When individual molecules are removed from
these complexes to be studied in vitro, interactions
important in the living cell may be lost.

1.2 Chemical Foundations

Biochemistry aims to explain biological form and function
in chemical terms. By the late eighteenth century, chem-
ists had concluded that the composition of living matter
is strikingly different from that of the inanimate world.
Antoine-Laurent Lavoisier (1743-1794) noted the rela-
tive chemical simplicity of the “mineral world” and con-
trasted it with the complexity of the “plant and animal
worlds”; the latter, he knew, were composed of com-
pounds rich in the elements carbon, oxygen, nitrogen,
and phosphorus.

During the first half of the twentieth century, paral-
lel biochemical investigations of glucose breakdown in
yeast and in animal muscle cells revealed remarkable
chemical similarities in these two apparently very differ-
ent cell types; the breakdown of glucose in yeast and
muscle cells involved the same 10 chemical intermedi-
ates, and the same 10 enzymes. Subsequent studies of
many other biochemical processes in many different
organisms have confirmed the generality of this obser-
vation, neatly summarized in 1954 by Jacques Monod:
“What is true of E. colz is true of the elephant.” The cur-
rent understanding that all organisms share a common
evolutionary origin is based in part on this observed
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1 2 FIGURE 1-13 Elements essential to animal life
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universality of chemical intermediates and transforma-
tions, often termed “biochemical unity.”

Fewer than 30 of the more than 90 naturally occur-
ring chemical elements are essential to organisms. Most
of the elements in living matter have relatively low
atomic numbers; only three have atomic numbers above
that of selenium, 34 (Fig. 1-13). The four most abun-
dant elements in living organisms, in terms of percent-
age of total number of atoms, are hydrogen, oxygen,
nitrogen, and carbon, which together make up more
than 99% of the mass of most cells. They are the lightest
elements capable of efficiently forming one, two, three,
and four bonds, respectively; in general, the lightest
elements form the strongest bonds. The trace elements
(Fig. 1-13) represent a miniscule fraction of the weight
of the human body, but all are essential to life, usually
because they are essential to the function of specific pro-
teins, including many enzymes. The oxygen-transporting
capacity of the hemoglobin molecule, for example, is
absolutely dependent on four iron ions that make up only
0.3% of its mass.

Biomolecules Are Compounds of Carbon with a Variety
of Functional Groups

The chemistry of living organisms is organized around
carbon, which accounts for more than half the dry weight
of cells. Carbon can form single bonds with hydrogen
atoms, and both single and double bonds with oxygen
and nitrogen atoms (Fig. 1-14). Of greatest significance
in biology is the ability of carbon atoms to form very sta-

ble single bonds with up to four other carbon atoms. Two
carbon atoms also can share two (or three) electron
pairs, thus forming double (or triple) bonds.

The four single bonds that can be formed by a car-
bon atom project from the nucleus to the four apices of
a tetrahedron (Fig. 1-15), with an angle of about
109.5° between any two bonds and an average bond
length of 0.154 nm. There is free rotation around each
single bond, unless very large or highly charged groups
are attached to both carbon atoms, in which case rota-
tion may be restricted. A double bond is shorter (about
0.134 nm) and rigid, and allows only limited rotation
about its axis.

Covalently linked carbon atoms in biomolecules can
form linear chains, branched chains, and cyclic structures.
It seems likely that the bonding versatility of carbon, with
itself and with other elements, was a major factor in the
selection of carbon compounds for the molecular
machinery of cells during the origin and evolution of living
organisms. No other chemical element can form molecules
of such widely different sizes, shapes, and composition.

Most biomolecules can be regarded as derivatives of
hydrocarbons, with hydrogen atoms replaced by a variety
of functional groups that confer specific chemical prop-
erties on the molecule, forming various families of
organic compounds. Typical of these are alcohols,
which have one or more hydroxyl groups; amines, with
amino groups; aldehydes and ketones, with carbonyl
groups; and carboxylic acids, with carboxyl groups
(Fig. 1-16). Many biomolecules are polyfunctional,
containing two or more types of functional groups

C-+H — -C'H —(‘D—H C-+ N:—>
C-+:0:—-C:0 —(‘1—0— C-+-C—
C +:0:—> C::0 c=0 C+-C—>
. . .o \ v

. .. N
C::N- C=N—
: /
c:C- —C—C—
. . ‘ ‘
\ / _ .e
CC C—C FIGURE 1-14 Versatility of carbon
7 N bonding. Carbon can form covalent
single, double, and triple bonds (all
C:::C —C=C— bonds in red), particularly with other
carbon atoms. Triple bonds are rare in
biomolecules.

FINAL PAGES

/Users/user-F391/Desktop

-agg aptara

EQA



h i iaghemistry.indd Page 13 19/06/12 1:11 PM user-F391 /Users/user-F391/Desktop
(c) ketabton! ' ERIFIPF

EQA

1.2 Chemical Foundations 13

(b) ()

FIGURE 1-15 Geometry of carbon bonding. (a) Carbon atoms have a the compound ethane (CH;—CHs). (¢) Double bonds are shorter and
characteristic tetrahedral arrangement of their four single bonds. do not allow free rotation. The two doubly bonded carbons and the
(b) Carbon-carbon single bonds have freedom of rotation, as shown for atoms designated A, B, X, and Y all lie in the same rigid plane.
i Lo T
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N, 7/ [
C—C
H H
Carbonyl R—C—H Anhydride R'-C—0—C—R? Disulfide R'—S—S—R?
(aldehyde) | (two car- | |
(0] S (0]
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0
Carbonyl Rla(lle2 Amino Rall\IJ'—H Thioester Rla(l“lj—S —R?
(ketone) o) (protonated) H o)
M i
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H imine (Schiff IﬁI (carboxylic acid and (") (”)
base) R'—C—R2 phosphoric acid;
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FIGURE 1-16 Some common functional groups of biomolecules. Func- use R to represent “any substituent.” It may be as simple as a hydrogen
tional groups are screened with a color typically used to represent the atom, but typically it is a carbon-containing group. When two or more
element that characterizes the group: gray for C, red for O, blue for N, substituents are shown in a molecule, we designate them R, R? and so
yellow for S, and orange for P. In this figure and throughout the book, we forth.
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thioester amido amido

| | |
CH;—C —S—CHZ—CHZ—NH—(HJ—CHZ—CHZ—NH—C—C—C—CHZ—O—P—O—P—O—CHz

o) 0 O OH CH,

hydroxyl j

FIGURE 1-17 Several common functional groups in a single biomole-
cule. Acetyl-coenzyme A (often abbreviated as acetyl-CoA) is a carrier
of acetyl groups in some enzymatic reactions. Its functional groups are
screened in the structural formula. As we will see in Chapter 2, several of

(Fig. 1-17), each with its own chemical characteristics
and reactions. The chemical “personality” of a com-
pound is determined by the chemistry of its functional
groups and their disposition in three-dimensional space.

Cells Contain a Universal Set of Small Molecules

Dissolved in the aqueous phase (cytosol) of all cells is a
collection of perhaps a thousand different small organic
molecules (M, ~100 to ~500), with intracellular con-
centrations ranging from nanomolar to millimolar (see

BOX 1-1

There are two common (and equivalent) ways to
describe molecular mass; both are used in this text.
The first is molecular weight, or relative molecular
mass, denoted M,. The molecular weight of a sub-
stance is defined as the ratio of the mass of a molecule
of that substance to one-twelfth the mass of carbon-
12 (*2C). Since M, is a ratio, it is dimensionless—it has
no associated units. The second is molecular mass,
denoted m. This is simply the mass of one molecule, or
the molar mass divided by Avogadro’s number. The
molecular mass, m, is expressed in daltons (abbrevi-
ated Da). One dalton is equivalent to one-twelfth the
mass of carbon-12; a kilodalton (kDa) is 1,000 daltons;
a megadalton (MDa) is 1 million daltons.
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these functional groups can exist in protonated or unprotonated forms,
depending on the pH. In the space-filling model, N is blue, C is black, P is
orange, O is red, and H is white. The yellow atom at the left is the sulfur
of the critical thioester bond between the acetyl moiety and coenzyme A.

Fig. 15-4). (See Box 1-1 for an explanation of the vari-
ous ways of referring to molecular weight.) These are
the central metabolites in the major pathways occurring
in nearly every cell—the metabolites and pathways that
have been conserved throughout the course of evolu-
tion. This collection of molecules includes the common
amino acids, nucleotides, sugars and their phosphory-
lated derivatives, and mono-, di-, and tricarboxylic
acids. The molecules may be polar or charged, and are
water-soluble. They are trapped in the cell because the
plasma membrane is impermeable to them, although

Molecular Weight, Molecular Mass, and Their Correct Units

Consider, for example, a molecule with a mass
1,000 times that of water. We can say of this molecule
either M, = 18,000 or m = 18,000 daltons. We can
also describe it as an “18 kDa molecule.” However, the
expression M, = 18,000 daltons is incorrect.

Another convenient unit for describing the mass
of a single atom or molecule is the atomic mass unit
(formerly amu, now commonly denoted u). One atomic
mass unit (1 u) is defined as one-twelfth the mass of
an atom of carbon-12. Since the experimentally mea-
sured mass of an atom of carbon-12is 1.9926 X 10 % g,
1u=1.6606 X 1072* g. The atomic mass unit is con-
venient for describing the mass of a peak observed by

mass spectrometry (see Chapter 3, p. 100).
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specific membrane transporters can catalyze the move-
ment of some molecules into and out of the cell or
between compartments in eukaryotic cells. The univer-
sal occurrence of the same set of compounds in living
cells reflects the evolutionary conservation of metabolic
pathways that developed in the earliest cells.

There are other small biomolecules, specific to cer-
tain types of cells or organisms. For example, vascular
plants contain, in addition to the universal set, small mol-
ecules called secondary metabolites, which play roles
specific to plant life. These metabolites include com-
pounds that give plants their characteristic scents and
colors, and compounds such as morphine, quinine, nico-
tine, and caffeine that are valued for their physiological
effects on humans but used for other purposes by plants.

The entire collection of small molecules in a given
cell under a specific set of conditions has been called
the metabolome, in parallel with the term “genome.”
Metabolomics is the systematic characterization of the
metabolome under very specific conditions (such as fol-
lowing administration of a drug or a biological signal
such as insulin).

Macromolecules Are the Major Constituents of Cells

Many biological molecules are macromolecules,
polymers with molecular weights above ~5,000 that
are assembled from relatively simple precursors.
Shorter polymers are called oligomers (Greek oligos,
“few”). Proteins, nucleic acids, and polysaccharides
are macromolecules composed of monomers with
molecular weights of 500 or less. Synthesis of macro-
molecules is a major energy-consuming activity of
cells. Macromolecules themselves may be further
assembled into supramolecular complexes, forming
functional units such as ribosomes. Table 1-1 shows
the major classes of biomolecules in an E. cols cell.

I NRES W Molecular Components of an E. coli Cell

Approximate
number of
Percentage of different
total weight molecular
of cell species
Water 70 1
Proteins 15 3,000
Nucleic acids
DNA 1 1-4
RNA 6 >3,000
Polysaccharides 3 10
Lipids 2 20
Monomeric subunits
and intermediates 2 500
Inorganic ions 1 20

— b
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Proteins, long polymers of amino acids, constitute
the largest fraction (besides water) of a cell. Some pro-
teins have catalytic activity and function as enzymes;
others serve as structural elements, signal receptors, or
transporters that carry specific substances into or out of
cells. Proteins are perhaps the most versatile of all bio-
molecules; a catalog of their many functions would be
very long. The sum of all the proteins functioning in a
given cell is the cell’s proteome, and proteomics is the
systematic characterization of this protein complement
under a specific set of conditions. The nucleic acids,
DNA and RNA, are polymers of nucleotides. They store
and transmit genetic information, and some RNA mole-
cules have structural and catalytic roles in supramolec-
ular complexes. The genome is the entire sequence of
a cell's DNA (or in the case of RNA viruses, its RNA),
and genomics is the characterization of the compara-
tive structure, function, evolution, and mapping of
genomes. The polysaccharides, polymers of simple
sugars such as glucose, have three major functions: as
energy-rich fuel stores, as rigid structural components
of cell walls (in plants and bacteria), and as extracellu-
lar recognition elements that bind to proteins on other
cells. Shorter polymers of sugars (oligosaccharides)
attached to proteins or lipids at the cell surface serve as
specific cellular signals. A cell’'s glycome is all its
carbohydrate-containing molecules. The lipids, water-
insoluble hydrocarbon derivatives, serve as structural
components of membranes, energy-rich fuel stores, pig-
ments, and intracellular signals. The lipid-containing
molecules in a cell constitute its lipidome. With the
application of sensitive methods with great resolving
power (mass spectrometry, for example), it is possible to
distinguish and quantify hundreds or thousands of these
components, and therefore to quantify their variations in
response to changing conditions, signals, or drugs. Sys-
tems biology is an approach that tries to integrate the
information from genomics, proteomics, glycomics, and
lipidomics to give a molecular picture of all the activities
of a cell under a given set of conditions, and the changes
that occur when the system is perturbed by external
signals or circumstances or by mutations.

Proteins, polynucleotides, and polysaccharides
have large numbers of monomeric subunits and thus
high molecular weights—in the range of 5,000 to more
than 1 million for proteins, up to several billion for
nucleic acids, and in the millions for polysaccharides
such as starch. Individual lipid molecules are much
smaller (M, 750 to 1,500) and are not classified as mac-
romolecules. But they can associate noncovalently into
very large structures. Cellular membranes are built of
enormous noncovalent aggregates of lipid and protein
molecules.

Given their characteristic information-rich subunit
sequences, proteins and nucleic acids are often referred
to as informational macromolecules. Some oligosac-
charides, as noted above, also serve as informational
molecules.
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16 The Foundations of Biochemistry

Three-Dimensional Structure Is Described
by Configuration and Conformation

The covalent bonds and functional groups of a biomole-
cule are, of course, central to its function, but so also is
the arrangement of the molecule’s constituent atoms in
three-dimensional space—its stereochemistry. Carbon-
containing compounds commonly exist as stereoiso-
mers, molecules with the same chemical bonds and
same chemical formula but different configuration, the
fixed spatial arrangement of atoms. Interactions between
biomolecules are invariably stereospecific, requiring
specific configurations in the interacting molecules.

Figure 1-18 shows three ways to illustrate the
stereochemistry, or configuration, of simple molecules.
The perspective diagram specifies stereochemistry
unambiguously, but bond angles and center-to-center
bond lengths are better represented with ball-and-stick
models. In space-filling models, the radius of each
“atom” is proportional to its van der Waals radius, and
the contours of the model define the space occupied by
the molecule (the volume of space from which atoms of
other molecules are excluded).

Configuration is conferred by the presence of either
(1) double bonds, around which there is little or no
freedom of rotation, or (2) chiral centers, around which

HOOC \COOH H

Maleic acid (cis)

COOH
Fumaric acid (trans)

(a)

light

1-cis-Retinal

(b)

(a) (b) ()

FIGURE 1-18 Representations of molecules. Three ways to represent
the structure of the amino acid alanine (shown here in the ionic form
found at neutral pH). (a) Structural formula in perspective form: a solid
wedge (—) represents a bond in which the atom at the wide end
projects out of the plane of the paper, toward the reader; a dashed
wedge () represents a bond extending behind the plane of the paper.
(b) Ball-and-stick model, showing bond angles and relative bond
lengths. () Space-filling model, in which each atom is shown with its
correct relative van der Waals radius.

substituent groups are arranged in a specific orienta-
tion. The identifying characteristic of stereoisomers is
that they cannot be interconverted without temporarily
breaking one or more covalent bonds. Figure 1-19a
shows the configurations of maleic acid and its isomer,
fumaric acid. These compounds are geometric

FIGURE 1-19 Configurations of geometric isomers. (a) Isomers such as
maleic acid (maleate at pH 7) and fumaric acid (fumarate) cannot be
interconverted without breaking covalent bonds, which requires the
input of much more energy than the average kinetic energy of molecules
at physiological temperatures. (b) In the vertebrate retina, the initial
event in light detection is the absorption of visible light by 11-cis-retinal.
The energy of the absorbed light (about 250 kJ/mol) converts 11-cis-
retinal to all-trans-retinal, triggering electrical changes in the retinal cell
that lead to a nerve impulse. (Note that the hydrogen atoms are omitted
from the ball-and-stick models of the retinals.)

All-trans-Retinal

FINAL PAGES

/Users/user-F391/Desktop

agg aptara

EQA



(© ketabtonMhﬁ@mﬁ&ﬁﬁm%@hemmw-mdd Page 17 19/06/12 1:11 PM user-F391 4@7

. Chiral
Mirror - \ molecule:
image of O Rotated
original I molecule
molecule cannot be
| superposed
A | : Q 3 on its mirror
| f Y image
Original @ WBJ &
molecule Q
A
P "—---—.._________-.I
kL. BY

& @
(@) @

FIGURE 1-20 Molecular asymmetry: chiral and achiral molecules. (a)
When a carbon atom has four different substituent groups (A, B, X, Y),
they can be arranged in two ways that represent nonsuperposable mir-
ror images of each other (enantiomers). This asymmetric carbon atom is
called a chiral atom or chiral center. (b) When a tetrahedral carbon has

isomers, or cis-trans isomers; they differ in the
arrangement of their substituent groups with respect to
the nonrotating double bond (Latin czs, “on this side”™—
groups on the same side of the double bond; tramns,
“across”—groups on opposite sides). Maleic acid (male-
ate at the neutral pH of cytoplasm) is the cis isomer and
fumaric acid (fumarate) the trans isomer; each is a well-
defined compound that can be separated from the
other, and each has its own unique chemical properties.
A binding site (on an enzyme, for example) that is
complementary to one of these molecules would not be
complementary to the other, which explains why the
two compounds have distinct biological roles despite
their similar chemical makeup.

In the second type of stereoisomer, four different
substituents bonded to a tetrahedral carbon atom may
be arranged in two different ways in space—that is,
have two configurations (Fig. 1-20)—yielding two
stereoisomers that have similar or identical chemical
properties but differ in certain physical and biological

Enantiomers (mirror images)

CH, cH,
X=C—=H ) H=C =X
- l - ) - H—Cc—H

FIGURE 1-21 Enantiomers and diastereomers. There are four different
stereoisomers of 2,3-disubstituted butane (n = 2 asymmetric carbons,
hence 2" = 4 stereoisomers). Each is shown in a box as a perspective
formula and a ball-and-stick model, which has been rotated to allow the

— b
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only three dissimilar groups (i.e., the same group occurs twice), only one
configuration is possible and the molecule is symmetric, or achiral. In
this case the molecule is superposable on its mirror image: the molecule
on the left can be rotated counterclockwise (when looking down the
vertical bond from A to C) to create the molecule in the mirror.

properties. A carbon atom with four different substitu-
ents is said to be asymmetric, and asymmetric carbons
are called chiral centers (Greek chiros, “hand”; some
stereoisomers are related structurally as the right hand
is to the left). A molecule with only one chiral carbon
can have two stereoisomers; when two or more (%)
chiral carbons are present, there can be 2" stereoiso-
mers. Stereoisomers that are mirror images of each
other are called enantiomers (Fig. 1-20). Pairs of
stereoisomers that are not mirror images of each other
are called diastereomers (Fig. 1-21).

As Louis Pasteur first observed in 1843 (Box 1-2),
enantiomers have nearly identical chemical reactivities
but differ in a characteristic physical property: their inter-
action with plane-polarized light. In separate solutions,
two enantiomers rotate the plane of plane-polarized light
in opposite directions, but an equimolar solution of the
two enantiomers (a racemic mixture) shows no optical
rotation. Compounds without chiral centers do not rotate
the plane of plane-polarized light.

Enantiomers (mirror images)

CH, CH,

L] L
X=C—=H —~ : H=C—=X
| Q"7

d )

H=—C—§ ’:} ¥—C—H
i ) i
CH, o) 3 8’3 CH,

reader to view all the groups. Two pairs of stereoisomers are mirror
images of each other, or enantiomers. All other possible pairs are not
mirror images and so are diastereomers.
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18 The Foundations of Biochemistry

BOX1-2  Louis Pasteur and Optical Activity: In Vino, Veritas

Louis Pasteur encountered the phenome-
non of optical activity in 1843, during his
investigation of the crystalline sediment
that accumulated in wine casks (a form
of tartaric acid called paratartaric acid—
also called racemic acid, from Latin race-
mus, “bunch of grapes”). He used fine
forceps to separate two types of crystals
identical in shape but mirror images of
each other. Both types proved to have all
the chemical properties of tartaric acid,
but in solution one type rotated plane-

the other to the right (dextrorotatory). 1822-1895
Pasteur later described the experiment
and its interpretation:

In isomeric bodies, the elements and the propor-
tions in which they are combined are the same,
only the arrangement of the atoms is different . . .
We know, on the one hand, that the molecular
arrangements of the two tartaric acids are asym-
metric, and, on the other hand, that these arrange-
ments are absolutely identical, excepting that they
exhibit asymmetry in opposite directions. Are the
atoms of the dextro acid grouped in the form of a
right-handed spiral, or are they placed at the apex
of an irregular tetrahedron, or are they disposed
according to this or that asymmetric arrangement?
We do not know.*

polarized light to the left (levorotatory), [ouis Pasteur,

Now we do know. X-ray crystallo-
graphic studies in 1951 confirmed that the
levorotatory and dextrorotatory forms of
tartaric acid are mirror images of each
other at the molecular level and estab-
lished the absolute configuration of each
(Fig. 1). The same approach has been
used to demonstrate that although the
amino acid alanine has two stereoisomeric
forms (designated b and L), alanine in pro-
teins exists exclusively in one form (the L
isomer; see Chapter 3).

HOOC! 4COOH HOOC! ‘COOH
N2 3/ N2 3/

IR
H HOH

c—C,
Ho/  \H
OH H OH

(2R,3R)-Tartaric acid (2S,3S5)-Tartaric acid
(dextrorotatory) (levorotatory)

FIGURE 1 Pasteur separated crystals of two stereoisomers of tartaric
acid and showed that solutions of the separated forms rotated plane-
polarized light to the same extent but in opposite directions. These
dextrorotatory and levorotatory forms were later shown to be the
(R,R) and (S,S) isomers represented here. The RS system of nomen-
clature is explained in the text.

*From Pasteur’s lecture to the Société Chimique de Paris in
1883, quoted in DuBos, R. (1976) Louis Pasteur: Free Lance
of Science, p. 95, Charles Scribner’s Sons, New York.

KEY CONVENTION: Given the importance of stereochem-
istry in reactions between biomolecules (see below),
biochemists must name and represent the structure of
each biomolecule so that its stereochemistry is unam-
biguous. For compounds with more than one chiral
center, the most useful system of nomenclature is the
RS system. In this system, each group attached to a chi-
ral carbon is assigned a priority. The priorities of some
common substituents are

—OCH; > —OH > —NH, > —COOH >
—CHO > —CH,0H > —CH, > —H

For naming in the RS system, the chiral atom is viewed
with the group of lowest priority (4 in the following
diagram) pointing away from the viewer. If the priority
of the other three groups (1 to 3) decreases in clock-
wise order, the configuration is (R) (Latin rectus,
“right™); if counterclockwise, the configuration is (.5)
(Latin stnister, “left”). In this way each chiral carbon is
designated either (R) or (S), and the inclusion of these
designations in the name of the compound provides an
unambiguous description of the stereochemistry at
each chiral center.

Clockwise Counterclockwise
(R) ©)

Another naming system for stereoisomers, the b and L
system, is described in Chapter 3. A molecule with a
single chiral center (the two isomers of glyceraldehyde,
for example) can be named unambiguously by either
system.

CHO CHO(2)
HO=C—~H = —OH,,,

: )

CH,OH chom,,

L-Glyceraldehyde (S)-Glyceraldehyde |
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Distinct from configuration is molecular conforma-
tion, the spatial arrangement of substituent groups
that, without breaking any bonds, are free to assume
different positions in space because of the freedom of
rotation about single bonds. In the simple hydrocarbon
ethane, for example, there is nearly complete freedom
of rotation around the C—C bond. Many different, inter-
convertible conformations of ethane are possible,
depending on the degree of rotation (Fig. 1-22). Two
conformations are of special interest: the staggered,
which is more stable than all others and thus predomi-
nates, and the eclipsed, which is least stable. We cannot
isolate either of these conformational forms, because
they are freely interconvertible. However, when one or
more of the hydrogen atoms on each carbon is replaced
by a functional group that is either very large or electri-
cally charged, freedom of rotation around the C—C
bond is hindered. This limits the number of stable con-
formations of the ethane derivative.

Interactions between Biomolecules Are Stereospecific

When biomolecules interact, the “fit” between them must
be stereochemically correct. The three-dimensional
structure of biomolecules large and small—the combina-
tion of configuration and conformation—is of the utmost
importance in their biological interactions: reactant with
its enzyme, hormone with its receptor on a cell surface,
antigen with its specific antibody, for example (Fig.
1-23). The study of biomolecular stereochemistry, with
precise physical methods, is an important part of modern
research on cell structure and biochemical function.

In living organisms, chiral molecules are usually pres-
ent in only one of their chiral forms. For example, the

o o i o
g % s Laas A
g 12 -

& 8 121

2 4} kJ/mol

(]

= OF

= Gt G G

3 =, = =
l 1

1 L 1 1 1
0 60 120 180 240 300 360
Torsion angle (degrees)

FIGURE 1-22 Conformations. Many conformations of ethane are possible
because of freedom of rotation around the C—C bond. In the ball-and-
stick model, when the front carbon atom (as viewed by the reader) with
its three attached hydrogens is rotated relative to the rear carbon atom,
the potential energy of the molecule rises to a maximum in the fully
eclipsed conformation (torsion angle 0°, 120°, etc.), then falls to a mini-
mum in the fully staggered conformation (torsion angle 60°, 180° etc.).
Because the energy differences are small enough to allow rapid inter-
conversion of the two forms (millions of times per second), the eclipsed
and staggered forms cannot be separately isolated.

— b

1.2 Chemical Foundations 19

FIGURE 1-23 Complementary fit between a macromolecule and a
small molecule. A glucose molecule fits into a pocket on the surface of
the enzyme hexokinase (PDB ID 3B8A), and is held in this orientation by
several noncovalent interactions between the protein and the sugar. This
representation of the hexokinase molecule is produced with software

that can calculate the shape of the outer surface of a macromolecule,
defined either by the van der Waals radii of all the atoms in the mole-
cule or by the “solvent exclusion volume,” the volume a water molecule
cannot penetrate.

amino acids in proteins occur only as their L isomers; glu-
cose occurs only as its Disomer. (The conventions for nam-
ing stereoisomers of the amino acids are described in
Chapter 3; those for sugars, in Chapter 7. The RS system,
described above, is the most useful for some biomole-
cules.) In contrast, when a compound with an asymmetric
carbon atom is chemically synthesized in the laboratory,
the reaction usually produces all possible chiral forms: a
mixture of the D and L forms, for example. Living cells pro-
duce only one chiral form of a biomolecule because the
enzymes that synthesize that molecule are also chiral.
Stereospecificity, the ability to distinguish between
stereoisomers, is a property of enzymes and other pro-
teins and a characteristic feature of the molecular logic
of living cells. If the binding site on a protein is comple-
mentary to one isomer of a chiral compound, it will not
be complementary to the other isomer, for the same
reason that a left glove does not fit a right hand. Some
striking examples of the ability of biological systems to
distinguish stereoisomers are shown in Figure 1-24.
The common classes of chemical reactions encoun-
tered in biochemistry are described in Chapter 13, as an
introduction to the reactions of metabolism.

SUMMARY 1.2 Chemical Foundations

» Because of its bonding versatility, carbon can
produce a broad array of carbon—carbon skeletons
with a variety of functional groups; these groups
give biomolecules their biological and chemical
personalities.

» A nearly universal set of about a thousand
small molecules is found in living cells; the
interconversions of these molecules in the central
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20 The Foundations of Biochemistry
CHj CH,4 FIGURE 1-24 Stereoisomers have different
0 (lj 0 (lj effects in humans. (a) Two stereoisomers of
XA X A PN . ; ;
\C CH C CH carvone: (R)-carvone (isolated from spearmint
H é ClH o (l} C|H oil) has the characteristic fragrance of spear-
2 \C/ 2 e N mint; (S)-carvone (from caraway seed oil)
CH3—C/ WH H/ WC=CH2 smells like caraway. (b) Aspartame, the artifi-
I | cial sweetener sold under the trade name
CH, CHs NutraSweet, is easily distinguishable by taste
(R)—Carvpne (5)-Carvone receptors from its bitter-tasting stereoisomer,
(spearmint) @ (caraway) although the two differ only in the configura-
tion at one of the two chiral carbon atoms.
N . (c) The antidepressant medication citalopram
§H3H H 0 1§H3H H 0 (trade name Celexa), a selective serotonin
- fa = _ fa = o S
OOC\ /C\ /N\ /C\ OOC\ /C\ /N\ /C\ reuptake mhlbltor, is a racemic m\%ture of these
CH, C \““_,C\ OCHj; CH, C \\\“,,C\ OCH3  two steroisomers, but only (S)-citalopram has
(H) CH, H g H CH, the therapeutic effect. A stereochemically pure
(|: Cl preparation of (S)-citalopram (escitalopram
C/ CH C/ \CH oxalate) is sold under the trade name Lexapro.
I | I | As you might predict, the effective dose of
C\C CH C\C/CH Lexapro is one-half the effective dose of
Celexa.
H H
L-Aspartyl-L-phenylalanine methyl ester L-Aspartyl-p-phenylalanine methyl ester
(aspartame) (sweet) (bitter)
(b)
F
(S)-Citalopram (R)-Citalopram
(therapeutically active) (therapeutically inactive)
©

metabolic pathways have been conserved in
evolution.

» Proteins and nucleic acids are linear polymers of
simple monomeric subunits; their sequences
contain the information that gives each molecule
its three-dimensional structure and its biological
functions.

» Molecular configuration can be changed only by
breaking covalent bonds. For a carbon atom with
four different substituents (a chiral carbon), the
substituent groups can be arranged in two
different ways, generating stereoisomers with
distinct properties. Only one stereoisomer is
biologically active. Molecular conformation is the
position of atoms in space that can be changed by
rotation about single bonds, without breaking
covalent bonds.

» Interactions between biological molecules are
almost invariably stereospecific: they require a
close fit between complementary structures in the
interacting molecules.

— b

1.3 Physical Foundations

Living cells and organisms must perform work to stay
alive and to reproduce themselves. The synthetic reac-
tions that occur within cells, like the synthetic pro-
cesses in any factory, require the input of energy.
Energy input is also needed in the motion of a bacterium
or an Olympic sprinter, in the flashing of a firefly or the
electrical discharge of an eel. And the storage and
expression of information require energy, without which
structures rich in information inevitably become disor-
dered and meaningless.

In the course of evolution, cells have developed
highly efficient mechanisms for coupling the energy
obtained from sunlight or chemical fuels to the many
energy-requiring processes they must carry out. One
goal of biochemistry is to understand, in quantitative
and chemical terms, the means by which energy is
extracted, stored, and channeled into useful work in liv-
ing cells. We can consider cellular energy conversions—
like all other energy conversions—in the context of the
laws of thermodynamics.
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Living Organisms Exist in a Dynamic Steady State,
Never at Equilibrium with Their Surroundings

The molecules and ions contained within a living organ-
ism differ in kind and in concentration from those in the
organism’s surroundings. A paramecium in a pond, a
shark in the ocean, a bacterium in the soil, an apple tree
in an orchard—all are different in composition from
their surroundings and, once they have reached matu-
rity, maintain a more or less constant composition in the
face of constantly changing surroundings.

Although the characteristic composition of an organ-
ism changes little through time, the population of mole-
cules within the organism is far from static. Small mole-
cules, macromolecules, and supramolecular complexes
are continuously synthesized and broken down in chemi-
cal reactions that involve a constant flux of mass and
energy through the system. The hemoglobin molecules
carrying oxygen from your lungs to your brain at this
moment were synthesized within the past month; by next
month they will have been degraded and entirely replaced
by new hemoglobin molecules. The glucose you ingested
with your most recent meal is now circulating in your
bloodstream; before the day is over these particular glu-
cose molecules will have been converted into something
else—carbon dioxide or fat, perhaps—and will have been
replaced with a fresh supply of glucose, so that your blood
glucose concentration is more or less constant over the
whole day. The amounts of hemoglobin and glucose in the
blood remain nearly constant because the rate of synthe-
sis or intake of each just balances the rate of its break-
down, consumption, or conversion into some other prod-
uct. The constancy of concentration is the result of a
dynamaic steady state, a steady state that is far from
equilibrium. Maintaining this steady state requires the
constant investment of energy; when a cell can no longer
obtain energy, it dies and begins to decay toward equilib-
rium with its surroundings. We consider below exactly
what is meant by “steady state” and “equilibrium.”

Organisms Transform Energy and Matter from
Their Surroundings

For chemical reactions occurring in solution, we can define
a system as all the constituent reactants and products,
the solvent that contains them, and the immediate
atmosphere—in short, everything within a defined region
of space. The system and its surroundings together consti-
tute the universe. If the system exchanges neither matter
nor energy with its surroundings, it is said to be isolated.
If the system exchanges energy but not matter with its sur-
roundings, it is a closed system; if it exchanges both energy
and matter with its surroundings, it is an open system.

A living organism is an open system; it exchanges
both matter and energy with its surroundings. Organisms
obtain energy from their surroundings in two ways:
(1) they take up chemical fuels (such as glucose) from the
environment and extract energy by oxidizing them (see
Box 1-3, Case 2); or (2) they absorb energy from sunlight.

— b
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The first law of thermodynamics describes the prin-
ciple of the conservation of energy: 1n any physical or
chemical change, the total amount of energy in the
universe remains constant, although the form of the
energy may change. This means that while energy is
“used” by a system, it is not “used up”; rather it is con-
verted from one form into another—from potential
energy in chemical bonds, say, into kinetic energy of
heat and motion. Cells are consummate transducers of
energy, capable of interconverting chemical, electro-
magnetic, mechanical, and osmotic energy with great
efficiency (Fig. 1-25).

(a

* Nutrients in environment
(complex molecules such as
sugars, fats)

* Sunlight

Potential energy

Energy () Chemical transformations
transductions within cells
accomplish

work
Cellular work:

= chemical synthesis

= mechanical work

= osmotic and electrical
gradients

* light production

= genetic information transfer

()
Heat

Increased randomness
(entropy) in the surroundings

() )
Metabolism produces

compounds simpler than the
initial fuel molecules: CO,,
NHs, H,0, HPOZ~

Decreased randomness
(entropy) in the system

(e)
Simple compounds polymerize
to form information-rich
macromolecules: DNA, RNA,
proteins

FIGURE 1-25 Some energy transformations in living organisms. As met-
abolic energy is spent to do cellular work, the randomness of the system
plus surroundings (expressed quantitatively as entropy) increases as the
potential energy of complex nutrient molecules decreases. (a) Living
organisms extract energy from their surroundings; (b) convert some of it
into useful forms of energy to produce work; (c) return some energy to
the surroundings as heat; and (d) release end-product molecules that are
less well organized than the starting fuel, increasing the entropy of the
universe. One effect of all these transformations is (e) increased order
(decreased randomness) in the system in the form of complex macromol-
ecules. We return to a quantitative treatment of entropy in Chapter 13.
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22 The Foundations of Biochemistry

BOX 1-3

The term “entropy,” which literally means “a change
within,” was first used in 1851 by Rudolf Clausius, one of
the formulators of the second law of thermodynamics. It
refers to the randomness or disorder of the components
of a chemical system. Entropy is a central concept in
biochemistry; life requires continual maintenance of
order in the face of nature’s tendency to increase ran-
domness. A rigorous quantitative definition of entropy
involves statistical and probability considerations. How-
ever, its nature can be illustrated qualitatively by three
simple examples, each demonstrating one aspect of
entropy. The key descriptors of entropy are randon-
ness and disorder, manifested in different ways.

Entropy: Things Fall Apart

Case 1: The Teakettle and the Randomization of Heat

We know that steam generated from boiling water can
do useful work. But suppose we turn off the burner
under a teakettle full of water at 100 °C (the “sys-
tem”) in the kitchen (the “surroundings”) and allow
the teakettle to cool. As it cools, no work is done, but
heat passes from the teakettle to the surroundings,
raising the temperature of the surroundings (the
kitchen) by an infinitesimally small amount until com-
plete equilibrium is attained. At this point all parts of
the teakettle and the kitchen are at precisely the
same temperature. The free energy that was once
concentrated in the teakettle of hot water at 100 °C,
potentially capable of doing work, has disappeared.
Its equivalent in heat energy is still present in the
teakettle + kitchen (i.e., the “universe”) but has
become completely randomized throughout. This

energy is no longer available to do work because there
is no temperature differential within the kitchen.
Moreover, the increase in entropy of the kitchen (the
surroundings) is irreversible. We know from everyday
experience that heat never spontaneously passes
back from the kitchen into the teakettle to raise the
temperature of the water to 100 °C again.

Case 2: The Oxidation of Glucose

Entropy is a state not only of energy but of matter.
Aerobic (heterotrophic) organisms extract free energy
from glucose obtained from their surroundings by oxi-
dizing the glucose with O,, also obtained from the sur-
roundings. The end products of this oxidative metabo-
lism, COy and H,0, are returned to the surroundings. In
this process the surroundings undergo an increase in
entropy, whereas the organism itself remains in a steady
state and undergoes no change in its internal order.
Although some entropy arises from the dissipation of
heat, entropy also arises from another kind of disorder,
illustrated by the equation for the oxidation of glucose:

C6H1206 + 602 —_—> 6002 + 6H20

We can represent this schematically as

7 molecules 12 molecules
A A
A co,
0, (a gas)
(agas) —_— A A
Gl A H->0
ucose 2
(a solid) +fxXx+ 'F/(a liquid)
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The Flow of Electrons Provides Energy for Organisms

Nearly all living organisms derive their energy, directly
or indirectly, from the radiant energy of sunlight. In the
photoautotrophs, light-driven splitting of water during
photosynthesis releases its electrons for the reduction
of CO, and the release of O, into the atmosphere:

light

6CO5 + 6H,0 —— CgH 504 + 60,
(light-driven reduction of COs)

Nonphotosynthetic organisms (chemotrophs) obtain
the energy they need by oxidizing the energy-rich prod-
ucts of photosynthesis stored in plants, then passing the
electrons thus acquired to atmospheric Oy to form
water, CO,, and other end products, which are recycled
in the environment:

Ce¢H15,04 + 60, — 6CO, + 6H,0 + energy
(energy-yielding oxidation of glucose)

Thus autotrophs and heterotrophs participate in global
cycles of O, and COs, driven ultimately by sunlight, mak-

— b

ing these two large groups of organisms interdependent.
Virtually all energy transductions in cells can be traced
to this flow of electrons from one molecule to another, in
a “downhill” flow from higher to lower electrochemical
potential; as such, this is formally analogous to the flow
of electrons in a battery-driven electric circuit. All these
reactions involved in electron flow are oxidation-
reduction reactions: one reactant is oxidized (loses
electrons) as another is reduced (gains electrons).

Creating and Maintaining Order Requires
Work and Energy

As we've noted, DNA, RNA, and proteins are informational
macromolecules; the precise sequence of their monomeric
subunits contains information, just as the letters in this
sentence do. In addition to using chemical energy to form
the covalent bonds between these subunits, the cell must
invest energy to order the subunits in their correct
sequence. It is extremely improbable that amino acids in
a mixture would spontaneously condense into a single
type of protein, with a unique sequence. This would rep-
resent increased order in a population of molecules; but
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The atoms contained in 1 molecule of glucose plus 6
molecules of oxygen, a total of 7 molecules, are more
randomly dispersed by the oxidation reaction and are
now present in a total of 12 molecules (6COy +
6H,0).

Whenever a chemical reaction results in an
increase in the number of molecules—or when a solid
substance is converted into liquid or gaseous prod-
ucts, which allow more freedom of molecular move-
ment than solids—molecular disorder, and thus
entropy, increases.

Case 3: Information and Entropy

The following short passage from Julius Caesar, Act
IV, Scene 3, is spoken by Brutus, when he realizes
that he must face Mark Antony’s army. It is an
information-rich nonrandom arrangement of 125
letters of the English alphabet:

There is a tide in the affairs of men,

Which, taken at the flood, leads on to fortune;
Omitted, all the voyage of their life

Is bound in shallows and in miseries.

In addition to what this passage says overtly, it has
many hidden meanings. It not only reflects a com-
plex sequence of events in the play, it also echoes
the play’s ideas on conflict, ambition, and the
demands of leadership. Permeated with Shake-
speare’s understanding of human nature, it is very
rich in information.
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However, if the 125 letters making up this quota-
tion were allowed to fall into a completely random,
chaotic pattern, as shown in the following box, they
would have no meaning whatsoever.
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In this form the 125 letters contain little or no infor-
mation, but they are very rich in entropy. Such
considerations have led to the conclusion that infor-
mation is a form of energy; information has been
called “negative entropy.” In fact, the branch of
mathematics called information theory, which is
basic to the programming logic of computers, is
closely related to thermodynamic theory. Living
organisms are highly ordered, nonrandom struc-
tures, immensely rich in information and thus
entropy-poor.

according to the second law of thermodynamics, the ten-
dency in nature is toward ever-greater disorder in the
universe: the total entropy of the universe is conlinu-
ally increasing. To bring about the synthesis of macro-
molecules from their monomeric units, free energy must
be supplied to the system (in this case, the cell).

KEY CONVENTION: The randomness or disorder of the com-
ponents of a chemical system is expressed as entropy,
S (Box 1-3). Any change in
randomness of the system is
expressed as entropy change,
AS, which by convention has
a positive value when random-
ness increases. J. Willard Gibbs,
who developed the theory of
energy changes during chemi-
cal reactions, showed that
the free-energy content, G,
of any closed system can be
defined in terms of three quan-
tities: enthalpy, H, reflecting

J. Willard Gibbs,
1839-1903 the number and kinds of bonds;

— b

entropy, S; and the absolute temperature, 7' (in Kelvin).
The definition of free energy is G = H — TS. When a
chemical reaction occurs at constant temperature, the
free-energy change, AG, is determined by the enthalpy
change, AH, reflecting the kinds and numbers of chemical
bonds and noncovalent interactions broken and formed,
and the entropy change, AS, describing the change in the
system’s randomness:

AG = AH — TAS

where, by definition, AH is negative for a reaction that
releases heat, and AS is positive for a reaction that
increases the system’s randomness. l

A process tends to occur spontaneously only if AG
is negative (if free energy is released in the process).
Yet cell function depends largely on molecules, such as

proteins and nucleic acids, for which the free energy of

formation is positive: the molecules are less stable and
more highly ordered than a mixture of their monomeric
components. To carry out these thermodynamically
unfavorable, energy-requiring (endergonic) reactions,
cells couple them to other reactions that liberate free
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FIGURE 1-26 Adenosine triphosphate (ATP) provides
energy. Here, each ® represents a phosphoryl group. The
removal of the terminal phosphoryl group (shaded light red)
of ATP, by breakage of a phosphoanhydride bond to gener-
ate adenosine diphosphate (ADP) and inorganic phosphate
ion (HPOZ2™), is highly exergonic, and this reaction is cou-
pled to many endergonic reactions in the cell (as in the
example in Fig. 1-27b). ATP also provides energy for many
cellular processes by undergoing cleavage that releases the
two terminal phosphates as inorganic pyrophosphate
(H,P,027), often abbreviated PP;.

OH O~
\ \

’O—IHDfOfH*OH + @Adenosine (Adenosine monophosphate, AMP)
O O

Inorganic pyrophosphate (PP)

energy (exergonic reactions), so that the overall
process is exergonic: the sum of the free-energy changes
is negative.

The usual source of free energy in coupled bio-
logical reactions is the energy released by breakage of
phosphoanhydride bonds such as those in adenosine
triphosphate (ATP; Fig. 1-26) and guanosine triphos-
phate (GTP). Here, each (P) represents a phosphoryl group:

Amino acids — protein

ATP — AMP +

[or ATP — ADP + (P ]

AG, is positive (endergonic)
AG, is negative (exergonic)

When these reactions are coupled, the sum of AG, and
AG, is negative—the overall process is exergonic. By
this coupling strategy, cells are able to synthesize and
maintain the information-rich polymers essential to life.

Energy Coupling Links Reactions in Biology

The central issue in bioenergetics (the study of energy
transformations in living systems) is the means by
which energy from fuel metabolism or light capture is
coupled to a cell’s energy-requiring reactions. In think-

FIGURE 1-27 Energy coupling in mechanical and chemical processes.
(a) The downward motion of an object releases potential energy that
can do mechanical work. The potential energy made available by spon-
taneous downward motion, an exergonic process (red), can be coupled
to the endergonic upward movement of another object (blue). (b) In
reaction 1, the formation of glucose 6-phosphate from glucose and inor-
ganic phosphate (P;) yields a product of higher energy than the two
reactants. For this endergonic reaction, AG is positive. In reaction 2, the
exergonic breakdown of adenosine triphosphate (ATP) has a large, neg-
ative free-energy change (AG,). The third reaction is the sum of reac-
tions 1 and 2, and the free-energy change, AGs, is the arithmetic sum of
AG,; and AG,. Because AGs is negative, the overall reaction is exergonic
and proceeds spontaneously.

— b

ing about energy coupling, it is useful to consider a
simple mechanical example, as shown in Figure 1-27a.
An object at the top of an inclined plane has a certain
amount of potential energy as a result of its elevation. It
tends to slide down the plane, losing its potential energy
of position as it approaches the ground. When an appro-
priate string-and-pulley device couples the falling object
to another, smaller object, the spontaneous downward

(a) Mechanical example

AG>0 AG<O0
Work Loss of
done ¥ . potential
raising ¢ ”s* energy of
object /’ position

B Endergonic Exergonic [l

(b) Chemical example

Reaction 2:
ATP — ADP + P;

Reaction 3:
Glucose + ATP —
glucose 6-phosphate + ADP

Reaction 1:
Glucose + P; —>
glucose 6-phosphate

Free energy, G

’ AG,=AG, + AG,

Reaction coordinate

FINAL PAGES

/Users/user-F391/Desktop

-agg aptara

EQA



(© ketabtonthﬁ@mﬁﬁpﬁm%ﬂ?hemmw-indd Page 25 19/06/12 1:11 PM user-F391 4@7

motion of the larger can lift the smaller, accomplishing
a certain amount of work. The amount of energy avail-
able to do work is the free-energy change, AG; this is
always somewhat less than the theoretical amount of
energy released, because some energy is dissipated as
the heat of friction. The greater the elevation of the
larger object, the greater the energy released (AG) as
the object slides downward and the greater the amount
of work that can be accomplished. The larger object can
lift the smaller only because, at the outset, the larger
object was_far from its equilibrium position: it had at
some earlier point been elevated above the ground, in a
process that itself required the input of energy.

How does this apply in chemical reactions? In
closed systems, chemical reactions proceed spontane-
ously until equilibrium is reached. When a system is at
equilibrium, the rate of product formation exactly
equals the rate at which product is converted to reac-
tant. Thus there is no net change in the concentration
of reactants and products. The energy change as the
system moves from its initial state to equilibrium, with
no changes in temperature or pressure, is given by the
free-energy change, AG. The magnitude of AG depends
on the particular chemical reaction and on how far
Jfrom equilibrium the system 1is initially. Each com-
pound involved in a chemical reaction contains a certain
amount of potential energy, related to the kind and
number of its bonds. In reactions that occur spontane-
ously, the products have less free energy than the reac-
tants, thus the reaction releases free energy, which is
then available to do work. Such reactions are exergonic;
the decline in free energy from reactants to products is
expressed as a negative value. Endergonic reactions
require an input of energy, and their AG values are
positive. As in mechanical processes, only part of the
energy released in exergonic chemical reactions can be
used to accomplish work. In living systems some energy
is dissipated as heat or lost to increasing entropy.

K., and AG® Are Measures of a Reaction’s Tendency

to Proceed Spontaneously

The tendency of a chemical reaction to go to completion
can be expressed as an equilibrium constant. For the

reaction in which a moles of A react with b moles of B
to give ¢ moles of C and d moles of D,

aA + bB——cC + dD
the equilibrium constant, K., is given by
 [CJIDIg
O ALRIBI,
where [A],, is the concentration of A, [B]., the concen-
tration of B, and so on, when the system has reached
equilibrium. A large value of K., means the reaction

tends to proceed until the reactants are almost com-
pletely converted into the products.

— b
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WORKED EXAMPLE 1-1 Are ATP and ADP at Equilibrium
in Cells?

The equilibrium constant, K., for the following reaction
is 2 X 10° m:

ATP — ADP + HPO3;~

If the measured cellular concentrations are [ATP] = 5
mM, [ADP] = 0.5 mm, and [P;] = 5 mm, is this reaction at
equilibrium in living cells?

Solution: The definition of the equilibrium constant for
this reaction is:

K., = [ADP][P,}/[ATP]

From the measured cellular concentrations given above,
we can calculate the mass-action ratio, @:

Q = [ADP][P,/[ATP] = [0.5 ][5 mm)/[5 mu]
=05mM=5x10"*m

This value is far from the equilibrium constant for the
reaction (2 X 10° M), so the reaction is very far from
equilibrium in cells. [ATP] is far higher, and [ADP] is far
lower, than is expected at equilibrium. How can a cell
hold its [ATP)/[ADP] ratio so far from equilibrium? It
does so by continuously extracting energy (from nutri-
ents such as glucose) and using it to make ATP from
ADP and P;.

WORKED EXAMPLE 1-2 s the Hexokinase Reaction
at Equilibrium in Cells?

For the reaction catalyzed by the enzyme hexokinase:
Glucose + ATP —— glucose 6-phosphate + ADP

the equilibrium constant, K., is 7.8 X 102 In liv-
ing E. coli cells, [ATP] = 5 mmM; [ADP] = 0.5 mm;
[glucose] = 2 mm; and [glucose 6-phosphate] = 1 mu. Is
the reaction at equilibrium in £. coli?

Solution: At equilibrium,
K,=78X 10% = [ADP][glucose 6-phosphate]/[ATP][glucose]

In living cells, [ADP][glucose 6-phosphate]/[ATP]
[glucose]= [0.5 mM][{1 mM]/[6 mM][2 mm] = 0.05. The
reaction is therefore far from equilibrium: the cellular
concentrations of products (glucose 6-phosphate and
ADP) are much lower than expected at equilibrium,
and those of the reactants are much higher. The reaction
therefore tends strongly to go to the right.

Gibbs showed that AG (the actual free-energy
change) for any chemical reaction is a function of the
standard free-energy change, AG°—a constant that
is characteristic of each specific reaction—and a term
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that expresses the initial concentrations of reactants
and products:

[CIf DI

AG = AG° + RTIn— -1
[AL'[B]

(-1

where [A]; is the initial concentration of A, and so
forth; R is the gas constant; and 7' is the absolute
temperature.

AG is a measure of the distance of a system from its
equilibrium position. When a reaction has reached equi-
librium, no driving force remains and it can do no work:
AG = 0. For this special case, [A]; = [A]yq, and so on, for
all reactants and products, and

[CED) _ [Cleq[DIdy
[AFBIY  [AL[BI,

Substituting 0 for AG and K,, for [CI{[DI{/[A]’[B]} in
Equation 1-1, we obtain the relationship

AG® = —RTInK,,

from which we see that AG° is simply a second way
(besides K,) of expressing the driving force on a reac-
tion. Because K., is experimentally measurable, we
have a way of determining AG®°, the thermodynamic
constant characteristic of each reaction.

The units of AG° and AG are joules per mole (or
calories per mole). When K., >> 1, AG® is large and
negative; when K., << 1, AG® is large and positive.
From a table of experimentally determined values of
either K., or AG®, we can see at a glance which reactions
tend to go to completion and which do not.

One caution about the interpretation of AG®:
thermodynamic constants such as this show where
the final equilibrium for a reaction lies but tell us
nothing about how fast that equilibrium will be
achieved. The rates of reactions are governed by the
parameters of kinetics, a topic we consider in detail
in Chapter 6.

In biological organisms, just as in the mechanical
example in Figure 1-27a, an exergonic reaction can be
coupled to an endergonic reaction to drive otherwise unfa-
vorable reactions. Figure 1-27b (a type of graph called a
reaction coordinate diagram) illustrates this principle for
the conversion of glucose to glucose 6-phosphate, the first
step in the pathway for oxidation of glucose. The simplest
way to produce glucose 6-phosphate would be:

Reaction 1: Glucose + P; —— glucose 6-phosphate

(endergonic; AG, is positive)

(Here, P; is an abbreviation for inorganic phosphate,
HPOZ . Don’t be concerned about the structure of
these compounds now; we describe them in detail later
in the book.) This reaction does not occur spontane-
ously; AG is positive. A second, very exergonic reaction
can occur in all cells:

Reaction 2: ATP —— ADP + P;

(exergonic; AGs is negative)

— b

These two chemical reactions share a common inter-
mediate, P;, which is consumed in reaction 1 and pro-
duced in reaction 2. The two reactions can therefore
be coupled in the form of a third reaction, which we
can write as the sum of reactions 1 and 2, with the
common intermediate, P;, omitted from both sides of
the equation:

Glucose + ATP ——
glucose 6-phosphate + ADP

Reaction 3:

Because more energy is released in reaction 2 than is
consumed in reaction 1, the free-energy change for
reaction 3, AGj, is negative, and the synthesis of glucose
6-phosphate can therefore occur by reaction 3.

WORKED EXAMPLE 1-3 Standard Free-Energy Changes
Are Additive

Given that the standard free-energy change for the
reaction glucose + P; — glucose 6-phosphate is
13.8 kJ/mol, and the standard free-energy change for
the reaction ATP ——> ADP + P;is —30.5 kJ/mol, what
is the free-energy change for the reaction glucose +
ATP — glucose 6-phosphate + ADP?

Solution: We can write the equation for this reaction as
the sum of two other reactions:

(1) Glucose + P;— glucose 6-phosphate AGT = 13.8 kJ/mol
(2) ATP —> ADP + P; AGS = —30.5 kJ/mol

Sum: Glucose + ATP — glucose 6-phosphate + ADP
AGS,,,, = —16.7 kJ/mol

The standard free-energy change for two reactions that
sum to a third is simply the sum of the two individual
reactions. A negative value for AG°® (-16.7 kJ/mol) indi-
cates that the reaction will tend to occur spontaneously.

The coupling of exergonic and endergonic reactions
through a shared intermediate is central to the energy
exchanges in living systems. As we shall see, reactions
that break down ATP (such as reaction 2 in Fig. 1-27b)
release energy that drives many endergonic processes in
cells. ATP breakdown in cells is exergonic because all
living cells maintain a concentration of ATP far
above its equilibrium concentration. It is this disequi-
librium that allows ATP to serve as the major carrier of
chemical energy in all cells. As we shall see in more
detail in Chapter 13, it is not the mere breakdown of ATP
that provides energy to drive endergonic reactions;
rather, it is the transfer of a phosphoryl group from
ATP to another small molecule (glucose in the case
above) that conserves some of the chemical potential
originally in ATP.
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WORKED EXAMPLE 1-4 Energetic Cost of ATP
Synthesis

If the equilibrium constant, K., for the reaction
ATP —— ADP + P;

is 2.22 X 10° M, calculate the standard free-energy change,
AG°, for the synthesis of ATP from ADP and P; at 25 °C.

Solution: First calculate AG® for the reaction above.

AG® = —RTI K,
—(8.315 J/mol - K)(298 K)(In 2.22 X 10°)
—30.5 kJ/mol

This is the standard free-energy change for the break-
down of ATP to ADP and P;. The standard free-energy
change for the reverse of a reaction has the same abso-
lute value, but the opposite sign. The standard free-
energy change for the reverse of the above reaction is
therefore 30.5 kJ/mol. So, to synthesize 1 mol of ATP
under standard conditions (25 °C, 1 M concentrations of
ATP, ADP, P)), at least 30.5 kJ of energy must be sup-
plied. The actual free-energy change in cells—approxi-
mately 50 kJ/mol—is greater than this because the
concentrations of ATP, ADP, and P; in cells are not the
standard 1 M (see Worked Example 13-2, p. 519).

WORKED EXAMPLE 1-5 Standard Free-Energy Change

for Synthesis of Glucose
6-Phosphate

What is the standard free-energy change, AG°, under
physiological conditions (£. coli grows in the human
gut, at 37 °C) for the following reaction?

Glucose + ATP —— glucose 6-phosphate + ADP

Solution: We have the relationship AG® = —RT In K, and
the value of K, for this reaction, 7.8 X 10%. Substituting
the values of R, T, and K, into this equation gives:

AG® = —(8.315 J/mol - K)(310 K)(In 7.8 X 10*) = —17 kJ/mol

Notice that this value is slightly different from that in
Worked Example 1-3. In that calculation we assumed a
temperature of 25 °C (298 K), whereas in this calculation
we used the physiological temperature of 37 °C (310 K).

Enzymes Promote Sequences of Chemical Reactions

All biological macromolecules are much less thermody-
namically stable than their monomeric subunits, yet they
are kinetically stable: their uncatalyzed breakdown
occurs so slowly (over years rather than seconds) that, on
a time scale that matters for the organism, these mole-
cules are stable. Virtually every chemical reaction in a cell
occurs at a significant rate only because of the presence

— b
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Activation barrier
(transition state, 1)

Reactants (A)

Free energy, G

AG
Products (B)

Reaction coordinate (A — B)

FIGURE 1-28 Energy changes during a chemical reaction. An activation
barrier, representing the transition state (see Chapter 6), must be over-
come in the conversion of reactants (A) into products (B), even though
the products are more stable than the reactants, as indicated by a large,
negative free-energy change (AG). The energy required to overcome the
activation barrier is the activation energy (AG"). Enzymes catalyze reac-
tions by lowering the activation barrier. They bind the transition-state
intermediates tightly, and the binding energy of this interaction effec-
tively reduces the activation energy from AG;.., (blue curve) to AG:,
(red curve). (Note that activation energy is not related to free-energy
change, AG.)

of enzymes—Dbiocatalysts that, like all other catalysts,
greatly enhance the rate of specific chemical reactions
without being consumed in the process.

The path from reactant(s) to product(s) almost
invariably involves an energy barrier, called the activa-
tion barrier (Fig. 1-28), that must be surmounted for
any reaction to proceed. The breaking of existing bonds
and formation of new ones generally requires, first, a
distortion of the existing bonds to create a transition
state of higher free energy than either reactant or
product. The highest point in the reaction coordinate
diagram represents the transition state, and the differ-
ence in energy between the reactant in its ground state
and in its transition state is the activation energy,
AG*. An enzyme catalyzes a reaction by providing a
more comfortable fit for the transition state: a surface
that complements the transition state in stereochemis-
try, polarity, and charge. The binding of enzyme to the
transition state is exergonic, and the energy released by
this binding reduces the activation energy for the reac-
tion and greatly increases the reaction rate.

A further contribution to catalysis occurs when two
or more reactants bind to the enzyme’s surface close to
each other and with stereospecific orientations that
favor the reaction. This increases by orders of magni-
tude the probability of productive collisions between
reactants. As a result of these factors and several oth-
ers, discussed in Chapter 6, enzyme-catalyzed reactions
commonly proceed at rates greater than 10 times
faster than the uncatalyzed reactions. (That is a mzllion
mallion times faster!)

Cellular catalysts are, with some notable exceptions,
proteins. (Some RNA molecules have enzymatic activity,
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as discussed in Chapters 26 and 27.) Again with a few Stored Other
exceptions, each enzyme catalyzes a specific reaction, nutrients cellular work
and each reaction in a cell is catalyzed by a different
enzyme. Thousands of different enzymes are therefore '”fgeSted Comple

. o . oods biomolecules
required by each cell. The multiplicity of enzymes, their
specificity (the ability to discriminate between reac- Solar Mechanical
tants), and their susceptibility to regulation give cells photons work
the capacity to lower activation barriers selectively. Osmotic
This selectivity is crucial for the effective regulation of work

cellular processes. By allowing specific reactions to pro-

ceed at significant rates at particular times, enzymes

determine how matter and energy are channeled into

cellular activities. NAD(P)*
The thousands of enzyme-catalyzed chemical reac-

tions in cells are functionally organized into many

sequences of consecutive reactions, called pathways, in Cataboli ADP Anaboll

. . atabolic nabolic
Whlch the product of one reaction becomes t.he rea(?tant reaction reaction
in the next. Some pathways degrade organic nutrients pathways pathways
into simple end products in order to extract chemical (exergonic) (endergonic)
energy and convert it into a form useful to the cell; ATP

together these degradative, free-energy-yielding reac-
tions are designated catabolism. The energy released
by catabolic reactions drives the synthesis of ATP. As a NAD(PH
result, the cellular concentration of ATP is far above its
equilibrium concentration, so that AG for ATP break-
down is large and negative. Similarly, catabolism results
in the production of the reduced electron carriers NADH

and NADPH, both of which can donate electrons in pro- Co,
cesses that generate ATP or drive reductive steps in NH3
biosynthetic pathways.

H,O

Other pathways start with small precursor mole- §i S
b Y P "Mple products, Prec\-“‘"o

cules and convert them to progressively larger and
more complex molecules, including proteins and nucleic
acids. Such synthetic pathways, which invariably
require the input of energy, are collectively designated
anabolism. The overall network of enzyme-catalyzed
pathways, both catabolic and anabolic, constitutes cel-
lular metabolism. ATP (and the energetically equiva-
lent nucleoside triphosphates cytidine triphosphate
(CTP), uridine triphosphate (UTP), and guanosine tri-
phosphate (GTP)) is the connecting link between the
catabolic and anabolic components of this network
(shown schematically in Fig. 1-29). The pathways of
enzyme-catalyzed reactions that act on the main con-
stituents of cells—proteins, fats, sugars, and nucleic
acids—are virtually identical in all living organisms.

FIGURE 1-29 The central roles of ATP and NAD(P)H in metabolism.
ATP is the shared chemical intermediate linking energy-releasing and
energy-consuming cellular processes. Its role in the cell is analogous to
that of money in an economy: it is “earned/produced” in exergonic reac-
tions and “spent/consumed” in endergonic ones. NAD(P)H (nicotin-
amide adenine dinucleotide (phosphate)) is an electron-carrying cofac-
tor that collects electrons from oxidative reactions and then donates
them in a wide variety of reduction reactions in biosynthesis. Present in
relatively low concentrations, these cofactors essential to anabolic reac-
tions must be constantly regenerated by catabolic reactions.

sors is much reduced. Key enzymes in each metabolic
pathway are regulated so that each type of precursor
molecule is produced in a quantity appropriate to the
. . current requirements of the cell.

Metaholism Is Regulated to Achieve Balance Consider the pathway in E. coli that leads to the
and Economy synthesis of the amino acid isoleucine, a constituent of
proteins. The pathway has five steps catalyzed by five
different enzymes (A through F represent the interme-
diates in the pathway):

Not only do living cells simultaneously synthesize thou-
sands of different kinds of carbohydrate, fat, protein,
and nucleic acid molecules and their simpler subunits,

but they do so in the precise proportions required by JTTTTTTTTTTTTTTTTTTTTTTTT )
the cell under any given circumstance. For example, ® |
during rapid cell growth the precursors of proteins and !
nucleic acids must be made in large quantities, whereas A eryme | B C D E F
in nongrowing cells the requirement for these precur- Threonine Isoleucine
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If a cell begins to produce more isoleucine than it needs
for protein synthesis, the unused isoleucine accumu-
lates and the increased concentration inhibits the
catalytic activity of the first enzyme in the pathway,
immediately slowing the production of isoleucine. Such
feedback inhibition keeps the production and utiliza-
tion of each metabolic intermediate in balance.
(Throughout the book, we will use ® to indicate inhi-
bition of an enzymatic reaction.)

Although the concept of discrete pathways is an
important tool for organizing our understanding of
metabolism, it is an oversimplification. There are thou-
sands of metabolic intermediates in a cell, many of
which are part of more than one pathway. Metabolism
would be better represented as a web of interconnected
and interdependent pathways. A change in the concen-
tration of any one metabolite would start a ripple
effect, influencing the flow of materials through other
pathways. The task of understanding these complex
interactions among intermediates and pathways in
quantitative terms is daunting, but the new emphasis
on systems biology, discussed in Chapter 15, has
begun to offer important insights into the overall regu-
lation of metabolism.

Cells also regulate the synthesis of their own cata-
lysts, the enzymes, in response to increased or diminished
need for a metabolic product; this is the substance of
Chapter 28. The expression of genes (the translation from
information in DNA to active protein in the cell) and syn-
thesis of enzymes are other layers of metabolic control in
the cell. All layers must be taken into account when
describing the overall control of cellular metabolism.

SUMMARY 1.3 Physical Foundations

» Living cells are open systems, exchanging matter
and energy with their surroundings, extracting and
channeling energy to maintain themselves in a
dynamic steady state distant from equilibrium.
Energy is obtained from sunlight or chemical fuels
by converting the energy from electron flow into
the chemical bonds of ATP.

» The tendency for a chemical reaction to proceed
toward equilibrium can be expressed as the free-
energy change, AG, which has two components:
enthalpy change, AH, and entropy change, AS.
These variables are related by the equation
AG = AH — TAS.

» When AG of a reaction is negative, the reaction is
exergonic and tends to go toward completion;
when AG is positive, the reaction is endergonic
and tends to go in the reverse direction. When two
reactions can be summed to yield a third reaction,
the AG for this overall reaction is the sum of the
AGs of the two separate reactions.

» The reactions converting ATP to P; and ADP or
to AMP and PP; are highly exergonic (large
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negative AG). Many endergonic cellular reactions
are driven by coupling them, through a common
intermediate, to these highly exergonic reactions.

» The standard free-energy change for a reaction,
AG°, is a physical constant that is related to the
equilibrium constant by the equation
AG® = —RTIn K.

»  Most cellular reactions proceed at useful rates only
because enzymes are present to catalyze them.
Enzymes act in part by stabilizing the transition
state, reducing the activation energy, AG*, and
increasing the reaction rate by many orders of
magnitude. The catalytic activity of enzymes in
cells is regulated.

» Metabolism is the sum of many interconnected
reaction sequences that interconvert cellular
metabolites. Each sequence is regulated to provide
what the cell needs at a given time and to expend
energy only when necessary.

1.4 Genetic Foundations

Perhaps the most remarkable property of living cells
and organisms is their ability to reproduce themselves
for countless generations with nearly perfect fidelity.
This continuity of inherited traits implies constancy,
over millions of years, in the structure of the molecules
that contain the genetic information. Very few historical
records of civilization, even those etched in copper or
carved in stone (Fig. 1-30), have survived for a thou-
sand years. But there is good evidence that the genetic
instructions in living organisms have remained nearly
unchanged over very much longer periods; many bacte-
ria have nearly the same size, shape, and internal struc-
ture and contain the same kinds of precursor molecules
and enzymes as bacteria that lived nearly four billion
years ago. This continuity of structure and composition
is the result of continuity in the structure of the genetic
material.

Among the seminal discoveries in biology in the
twentieth century were the chemical nature and the
three-dimensional structure of the genetic material,
deoxyribonucleic acid, DNA. The sequence of the
monomeric subunits, the nucleotides (strictly, deoxy-
ribonucleotides, as discussed below), in this linear
polymer encodes the instructions for forming all other
cellular components and provides a template for the
production of identical DNA molecules to be distrib-
uted to progeny when a cell divides. The perpetuation
of a biological species requires that its genetic infor-
mation be maintained in a stable form, expressed
accurately in the form of gene products, and repro-
duced with a minimum of errors. Effective storage,
expression, and reproduction of the genetic message
define individual species, distinguish them from one
another, and assure their continuity over successive
generations.
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(a) (b)

FIGURE 1-30 Two ancient scripts. (a) The Prism of Sennacherib,
inscribed in about 700 BCE, describes in characters of the Assyrian lan-
guage some historical events during the reign of King Sennacherib. The
Prism contains about 20,000 characters, weighs about 50 kg, and has
survived almost intact for about 2,700 years. (b) The single DNA mole-
cule of the bacterium E. coli, leaking out of a disrupted cell, is hundreds
of times longer than the cell itself and contains all the encoded informa-
tion necessary to specify the cell's structure and functions. The bacterial
DNA contains about 4.6 million characters (nucleotides), weighs less
than 107'° g, and has undergone only relatively minor changes during
the past several million years. (The yellow spots and dark specks in this
colorized electron micrograph are artifacts of the preparation.)

Genetic Continuity Is Vested in Single DNA Molecules

DNA is a long, thin, organic polymer, the rare molecule
that is constructed on the atomic scale in one dimension
(width) and the human scale in another (length: a mol-
ecule of DNA can be many centimeters long). A human
sperm or egg, carrying the accumulated hereditary
information of billions of years of evolution, transmits
this inheritance in the form of DNA molecules, in which
the linear sequence of covalently linked nucleotide sub-
units encodes the genetic message.

Usually when we describe the properties of a chemi-
cal species, we describe the average behavior of a very
large number of identical molecules. While it is difficult to
predict the behavior of any single molecule in a collection
of, say, a picomole (about 6 X 10* molecules) of a com-
pound, the average behavior of the molecules is predict-
able because so many molecules enter into the average.
Cellular DNA is a remarkable exception. The DNA that is
the entire genetic material of E. colz is a single molecule
containing 4.64 million nucleotide pairs. That single mol-
ecule must be replicated perfectly in every detail if an
FE. colz cell is to give rise to identical progeny by cell divi-
sion; there is no room for averaging in this process! The
same is true for all cells. A human sperm brings to the egg
that it fertilizes just one molecule of DNA in each of its 23
different chromosomes, to combine with just one DNA
molecule in each corresponding chromosome in the egg.

— b

The result of this union is very highly predictable: an
embryo with all of its ~25,000 genes, constructed of
3 billion nucleotide pairs, intact. An amazing chemical feat.

WORKED EXAMPLE 1-6

Calculate the number of times the DNA of a modern
E. coli cell has been copied accurately since its earliest
bacterial precursor cell arose about 3.5 billion years ago.
Assume for simplicity that over this time period E. coli has
undergone, on average, one cell division every 12 hours
(this is an overestimate for modern bacteria, but probably
an underestimate for ancient bacteria).

Fidelity of DNA Replication

Solution:

(1 generation/12 hr)(24 hr/d)(365 d/yr)(3.5 X 10° yr)
= 2.6 X 10'2 generations.

A single page of this book contains about 5,000 char-
acters, so the entire book contains about 5 million char-
acters. The chromosome of E. coli also contains about
5 million characters (nucleotide pairs). If you made a
handwritten copy of this book and then passed on the
copy to a classmate to copy by hand, and this copy were
then copied by a third classmate, and so on, how closely
would each successive copy of the book resemble the
original? Now, imagine the textbook that would result
from hand-copying this one a few trillion times!

The Structure of DNA Allows for Its Replication
and Repair with Near-Perfect Fidelity

The capacity of living cells to preserve their genetic
material and to duplicate it for the next generation
results from the structural complementarity between
the two strands of the DNA molecule (Fig. 1-31). The
basic unit of DNA is a linear polymer of four different
monomeric subunits, deoxyribonucleotides, arranged
in a precise linear sequence. It is this linear sequence
that encodes the genetic information. Two of these
polymeric strands are twisted about each other to form
the DNA double helix, in which each deoxyribonucleo-
tide in one strand pairs specifically with a complemen-
tary deoxyribonucleotide in the opposite strand. Before
a cell divides, the two DNA strands separate and each
serves as a template for the synthesis of a new, comple-
mentary strand, generating two identical double-helical
molecules, one for each daughter cell. If either strand is
damaged at any time, continuity of information is
assured by the information present in the other strand,
which can act as a template for repair of the damage.

The Linear Sequence in DNA Encodes Proteins
with Three-Dimensional Structures

The information in DNA is encoded in its linear (one-
dimensional) sequence of deoxyribonucleotide subunits,
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FIGURE 1-31 Complementarity between the two strands of DNA. DNA
is a linear polymer of covalently joined deoxyribonucleotides of four
types: deoxyadenylate (A), deoxyguanylate (G), deoxycytidylate (C), and
deoxythymidylate (T). Each nucleotide, with its unique three-dimensional
structure, can associate very specifically but noncovalently with one
other nucleotide in the complementary chain: A always associates with
T, and G with C. Thus, in the double-stranded DNA molecule, the entire
sequence of nucleotides in one strand is complementary to the sequence
in the other. The two strands, held together by hydrogen bonds (repre-
sented here by vertical light blue lines) between each pair of comple-
mentary nucleotides, twist about each other to form the DNA double
helix. In DNA replication, the two strands (blue) separate and two new
strands (pink) are synthesized, each with a sequence complementary to
one of the original strands. The result is two double-helical molecules,
each identical to the original DNA.

but the expression of this information results in a three-
dimensional cell. This change from one to three dimen-
sions occurs in two phases. A linear sequence of deoxyri-
bonucleotides in DNA codes (through an intermediary,
RNA) for the production of a protein with a correspond-
ing linear sequence of amino acids (Fig. 1-32). The
protein folds into a particular three-dimensional shape,
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FIGURE 1-32 DNA to RNA to protein to enzyme (hexokinase). The lin-
ear sequence of deoxyribonucleotides in the DNA (the gene) that
encodes the protein hexokinase is first transcribed into a ribonucleic acid
(RNA) molecule with the complementary ribonucleotide sequence. The
RNA sequence (messenger RNA) is then translated into the linear pro-
tein chain of hexokinase, which folds into its native three-dimensional
shape, most likely aided by molecular chaperones. Once in its native
form, hexokinase acquires its catalytic activity: it can catalyze the phos-
phorylation of glucose, using ATP as the phosphoryl group donor.

determined by its amino acid sequence and stabilized
primarily by noncovalent interactions. Although the final
shape of the folded protein is dictated by its amino acid
sequence, the folding is aided by “molecular chaperones”
(see Fig. 4-30). The precise three-dimensional structure,
or native conformation, of the protein is crucial to its
function.

Once in its native conformation, a protein may asso-
ciate noncovalently with other macromolecules (other
proteins, nucleic acids, or lipids) to form supramolecu-
lar complexes such as chromosomes, ribosomes, and
membranes. The individual molecules of these com-
plexes have specific, high-affinity binding sites for each
other, and within the cell they spontaneously self-
assemble into functional complexes.

Although the amino acid sequences of proteins
carry all necessary information for achieving the pro-
teins’ native conformation, accurate folding and self-
assembly also require the right cellular environment—
pH, ionic strength, metal ion concentrations, and so
forth. Thus DNA sequence alone is not enough to form
and maintain a fully functioning cell.
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SUMMARY 1.4 Genetic Foundations

» Genetic information is encoded in the linear
sequence of four types of deoxyribonucleotides in
DNA.

» The double-helical DNA molecule contains an
internal template for its own replication and repair.

» DNA molecules are extraordinarily large, with
molecular weights in the millions or billions.

»  Despite the enormous size of DNA, the sequence of
nucleotides in it is very precise, and the maintenance
of this precise sequence over very long times is the
basis for genetic continuity in organisms.

» The linear sequence of amino acids in a protein,
which is encoded in the DNA of the gene for that
protein, produces a protein’s unique three-
dimensional structure—a process also dependent
on environmental conditions.

» Individual macromolecules with specific affinity for
other macromolecules self-assemble into
supramolecular complexes.

1.5 Evolutionary Foundations
Nothing in biology makes sense except in the light of
evolution.

—Theodosius Dobzhansky, The American Biology Teacher,
March 1973
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Great progress in biochemistry and molecular biology in
recent decades has amply confirmed the validity of
Dobzhansky’s striking generalization. The remarkable
similarity of metabolic pathways and gene sequences
across the three domains of life argues strongly that all
modern organisms are derived from a common evolu-
tionary progenitor by a series of small changes (muta-
tions), each of which conferred a selective advantage to
some organism in some ecological niche.

Changes in the Hereditary Instructions
Allow Evolution

Despite the near-perfect fidelity of genetic replication,
infrequent unrepaired mistakes in the DNA replication
process lead to changes in the nucleotide sequence of
DNA, producing a genetic mutation and changing the
instructions for a cellular component. Incorrectly
repaired damage to one of the DNA strands has the same
effect. Mutations in the DNA handed down to offspring—
that is, mutations carried in the reproductive cells—may
be harmful or even lethal to the new organism or cell,
they may, for example, cause the synthesis of a defective
enzyme that is not able to catalyze an essential meta-
bolic reaction. Occasionally, however, a mutation better
equips an organism or cell to survive in its environment
(Fig. 1-33). The mutant enzyme might have acquired a
slightly different specificity, for example, so that it is now
able to use some compound that the cell was previously

Hexokinase gene

A rare mistake during
DNA replication duplicates
the hexokinase gene.

Duplicate gene

FIGURE 1-33 Gene duplication and mutation: one path to
generate new enzymatic activities. In this example, the
single hexokinase gene in a hypothetical organism might
occasionally, by accident, be copied twice during DNA
replication, such that the organism has two full copies of
the gene, one of which is superfluous. Over many genera-
tions, as the DNA with two hexokinase genes is repeatedly
duplicated, rare mistakes occur, leading to changes in the
nucleotide sequence of the superfluous gene and thus of
the protein that it encodes. In a few very rare cases, the
altered protein produced from this mutant gene can bind a
new substrate—galactose in our hypothetical case. The
cell containing the mutant gene has acquired a new capa-
bility (metabolism of galactose), which may allow it to
survive in an ecological niche that provides galactose but
not glucose. If no gene duplication precedes mutation, the
original function of the gene product is lost.

Original hexokinase
(galactose not a substrate)

A second rare mistake results
in a mutation in the second
hexokinase gene.

Mutation

NN\ /N

expression
of mutated
duplicate gene

expression of
original gene

ATP + glucose ATP + galactose

ADP + glucose
6-phosphate

ADP + galactose
6-phosphate

Mutant hexokinase with
new substrate specificity
for galactose
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unable to metabolize. If a population of cells were to find
itself in an environment where that compound was the
only or the most abundant available source of fuel, the
mutant cell would have a selective advantage over the
other, unmutated (wild-type) cells in the population.
The mutant cell and its progeny would survive and pros-
per in the new environment, whereas wild-type cells
would starve and be eliminated. This is what Darwin
meant by natural selection—what is sometimes summa-
rized as “survival of the fittest.”

Occasionally, a second copy of a whole gene is intro-
duced into the chromosome as a result of defective replica-
tion of the chromosome. The second copy is superfluous,
and mutations in this gene will not be deleterious; it
becomes a means by which the cell may evolve, by pro-
ducing a new gene with a new function while retaining
the original gene and gene function. Seen in this light, the
DNA molecules of modern organisms are historical docu-
ments, records of the long journey from the earliest cells
to modern organisms. The historical accounts in DNA are
not complete, however; in the course of evolution, many
mutations must have been erased or written over. But
DNA molecules are the best source of biological history
that we have. The frequency of errors in DNA replication
represents a balance between too many errors, which
would yield nonviable daughter cells, and too few, which
would prevent the genetic variation that allows survival
of mutant cells in new ecological niches.

Several billion years of natural selection have
refined cellular systems to take maximum advantage of
the chemical and physical properties of available raw
materials. Chance genetic mutations occurring in indi-
viduals in a population, combined with natural selec-
tion, have resulted in the evolution of the enormous
variety of species we see today, each adapted to its
particular ecological niche.

Biomolecules First Arose by Chemical Evolution

In our account thus far we have passed over the first
chapter of the story of evolution: the appearance of the
first living cell. Apart from their occurrence in living
organisms, organic compounds, including the basic bio-
molecules such as amino acids and carbohydrates, are
found in only trace amounts in the Earth’s crust, the
sea, and the atmosphere. How did the first living organ-
isms acquire their characteristic organic building
blocks? According to one hypothesis, these compounds
were created by the effects of powerful environmental
forces—ultraviolet irradiation, lightning, or volcanic
eruptions—on the gases in the prebiotic Earth’s atmo-
sphere, and on inorganic solutes in superheated thermal
vents deep in the ocean.

This hypothesis was tested in a classic experiment
on the abiotic (nonbiological) origin of organic biomole-
cules carried out in 1953 by Stanley Miller in the labora-
tory of Harold Urey. Miller subjected gaseous mixtures
such as those presumed to exist on the prebiotic Earth,
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including NHs, CH,, HyO, and H,, to electrical sparks pro-
duced across a pair of electrodes (to simulate lightning)
for periods of a week or more, then analyzed the contents
of the closed reaction vessel (Fig. 1-34). The gas phase
of the resulting mixture contained CO and CO, as well as
the starting materials. The water phase contained a vari-
ety of organic compounds, including some amino acids,
hydroxy acids, aldehydes, and hydrogen cyanide (HCN).

Electrodes
/( O Q
o, Q
Spark
gap
NH;
HCN,
CHy, .
H, —) amino
H,0 acids
H,S
80°C
=
Condenser

(b)

FIGURE 1-34 Abiotic production of biomolecules. (a) Spark-discharge
apparatus of the type used by Miller and Urey in experiments demon-
strating abiotic formation of organic compounds under primitive atmo-
spheric conditions. After subjection of the gaseous contents of the
system to electrical sparks, products were collected by condensation.
Biomolecules such as amino acids were among the products. (b) Stanley
L. Miller (1930-2007) using his spark-discharge apparatus.
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This experiment established the possibility of abiotic
production of biomolecules in relatively short times
under relatively mild conditions. When Miller’s carefully
stored samples were rediscovered in 2010 and examined
with much more sensitive and discriminating techniques
(high-performance liquid chromatography and mass
spectrometry), his original observations were confirmed
and greatly broadened. Previously unpublished experi-
ments by Miller that included HyS in the gas mixture
(mimicking the “smoking” volcanic plumes at the sea bot-
tom; Fig. 1-35) showed the formation of 23 amino acids
and 7 organosulfur compounds, as well as a large number
of other simple compounds that might have served as
building blocks in prebiotic evolution.

More-refined laboratory experiments have provided
good evidence that many of the chemical components of
living cells, including polypeptides and RNA-like mole-
cules, can form under these conditions. Polymers of
RNA can act as catalysts in biologically significant reac-
tions (see Chapters 26 and 27), and RNA probably
played a crucial role in prebiotic evolution, both as cata-
lyst and as information repository.

RNA or Related Precursors May Have Been
the First Genes and Catalysts

In modern organisms, nucleic acids encode the genetic
information that specifies the structure of enzymes, and

FIGURE 1-35 Black smokers. Hydrothermal vents in the sea floor emit
superheated water rich in dissolved minerals. Black "smoke” is formed
when the vented solution meets cold sea water and dissolved sulfides
precipitate. Diverse life forms, including a variety of archaea and some
remarkably complex multicellular animals, are found in the immediate
vicinity of such vents, which may have been the sites of early biogenesis.

— b

enzymes catalyze the replication and repair of nucleic
acids. The mutual dependence of these two classes of
biomolecules brings up the perplexing question: which
came first, DNA or protein?

The answer may be that they appeared about the
same time, and RNA preceded them both. The discovery
that RNA molecules can act as catalysts in their own
formation suggests that RNA or a similar molecule may
have been the first gene and the first catalyst. Accord-
ing to this scenario (Fig. 1-36), one of the earliest
stages of biological evolution was the chance formation
of an RNA molecule that could catalyze the formation of
other RNA molecules of the same sequence—a self-
replicating, self-perpetuating RNA. The concentration
of a self-replicating RNA molecule would increase expo-
nentially, as one molecule formed several, several
formed many, and so on. The fidelity of self-replication
was presumably less than perfect, so the process would
generate variants of the RNA, some of which might be
even better able to self-replicate. In the competition for
nucleotides, the most efficient of the self-replicating
sequences would win, and less efficient replicators
would fade from the population.

Prebiotic formation of simple compounds,
including nucleotides, from components of Earth's primitive
atmosphere or gases in undersea volcanic vents

l

Production of short RNA molecules
with random sequences

l

Selective replication of self-duplicating
catalytic RNA segments

l

Synthesis of specific peptides,
catalyzed by RNA

l

Increasing role of peptides in RNA replication;
coevolution of RNA and protein

l

Primitive translation system develops,
with RNA genome and RNA-protein catalysts

l

Genomic RNA begins to be copied into DNA

l

DNA genome, translated on RNA-protein complex
(ribosome) with RNA and protein catalysts

FIGURE 1-36 A possible “RNA world" scenario.
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The division of function between DNA (genetic
information storage) and protein (catalysis) was,
according to the “RNA world” hypothesis, a later devel-
opment. New variants of self-replicating RNA molecules
developed, with the additional ability to catalyze the
condensation of amino acids into peptides. Occasionally,
the peptide(s) thus formed would reinforce the self-
replicating ability of the RNA, and the pair—RNA mol-
ecule and helping peptide—could undergo further
modifications in sequence, generating increasingly effi-
cient self-replicating systems. The remarkable discovery
that in the protein-synthesizing machinery of modern
cells (ribosomes), RNA molecules, not proteins, cata-
lyze the formation of peptide bonds is consistent with
the RNA world hypothesis.

Some time after the evolution of this primitive protein-
synthesizing system, there was a further development:
DNA molecules with sequences complementary to the
self-replicating RNA molecules took over the function of
conserving the “genetic” information, and RNA mole-
cules evolved to play roles in protein synthesis. (We
explain in Chapter 8 why DNA is a more stable molecule
than RNA and thus a better repository of inheritable
information.) Proteins proved to be versatile catalysts
and, over time, took over most of that function. Lipidlike
compounds in the primordial mixture formed relatively
impermeable layers around self-replicating collections of
molecules. The concentration of proteins and nucleic
acids within these lipid enclosures favored the molecular
interactions required in self-replication.

The RNA world scenario is intellectually satisfying,
but it leaves unanswered a vexing question: where did
the nucleotides needed to make the initial RNA mole-
cules come from? An alternative to this RNA world
scenario supposes that simple metabolic pathways
evolved first, perhaps at the hot vents in the ocean floor.
A set of linked chemical reactions there might have
produced precursors, including nucleotides, before the
advent of lipid membranes or RNA. Without more
experimental evidence, neither of these hypotheses can
be disproved.

Biological Evolution Began More Than Three
and a Half Billion Years Ago

Earth was formed about 4.6 billion years ago, and the first
evidence of life dates to more than 3.5 billion years ago.
In 1996, scientists working in Greenland found chemical
evidence of life (“fossil molecules™) from as far back as
3.85 billion years ago, forms of carbon embedded in
rock that seem to have a distinctly biological origin.
Somewhere on Earth during its first billion years the
first simple organism arose, capable of replicating its
own structure from a template (RNA?) that was the first
genetic material. Because the terrestrial atmosphere at
the dawn of life was nearly devoid of oxygen, and
because there were few microorganisms to scavenge
organic compounds formed by natural processes, these
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compounds were relatively stable. Given this stability
and eons of time, the improbable became inevitable:
lipid vesicles containing organic compounds and self-
replicating RNA gave rise to the first cells (protocells),
and those protocells with the greatest capacity for self-
replication became more numerous. The process of
biological evolution had begun.

The First Cell Probably Used Inorganic Fuels

The earliest cells arose in a reducing atmosphere (there
was no oxygen) and probably obtained energy from
inorganic fuels, such as ferrous sulfide and ferrous car-
bonate, both abundant on the early Earth. For example,
the reaction

FeS + H,S —> FeS, + H,

yields enough energy to drive the synthesis of ATP or
similar compounds. The organic compounds these early
cells required may have arisen by the nonbiological
actions of lightning or of heat from volcanoes or thermal
vents in the sea on components of the early atmosphere:
CO, COy, Ny, NH;, CH,4, and such. An alternative source
of organic compounds has been proposed: extraterres-
trial space. In 2006, the Stardust space mission brought
back tiny particles of dust from the tail of a comet; the
dust contained a variety of organic compounds, includ-
ing the simple amino acid glycine.

Early unicellular organisms gradually acquired the
ability to derive energy from compounds in their envi-
ronment and to use that energy to synthesize more of
their own precursor molecules, thereby becoming less
dependent on outside sources. A very significant evolu-
tionary event was the development of pigments capable
of capturing the energy of light from the sun, which
could be used to reduce, or “fix,” CO, to form more
complex, organic compounds. The original electron
donor for these photosynthetic processes was proba-
bly H,S, yielding elemental sulfur or sulfate (SO ) as
the byproduct; later cells developed the enzymatic
capacity to use HyO as the electron donor in photosyn-
thetic reactions, producing O, as waste. Cyanobacteria
are the modern descendants of these early photosyn-
thetic oxygen-producers.

Because the atmosphere of Earth in the earliest
stages of biological evolution was nearly devoid of oxy-
gen, the earliest cells were anaerobic. Under these
conditions, chemotrophs could oxidize organic com-
pounds to CO, by passing electrons not to O, but to
acceptors such as SO, in this case yielding H,S as
the product. With the rise of Os-producing photosyn-
thetic bacteria, the atmosphere became progressively
richer in oxygen—a powerful oxidant and deadly poi-
son to anaerobes. Responding to the evolutionary
pressure of what Lynn Margulis and Dorion Sagan
called the “oxygen holocaust,” some lineages of micro-
organisms gave rise to aerobes that obtained energy by
passing electrons from fuel molecules to oxygen.
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Because the transfer of electrons from organic mole-
cules to O, releases a great deal of energy, aerobic
organisms had an energetic advantage over their
anaerobic counterparts when both competed in an
environment containing oxygen. This advantage trans-
lated into the predominance of aerobic organisms in
Oy-rich environments.

Modern bacteria and archaea inhabit almost every
ecological niche in the biosphere, and there are organ-
isms capable of using virtually every type of organic
compound as a source of carbon and energy. Photosyn-
thetic microbes in both fresh and marine waters trap
solar energy and use it to generate carbohydrates and
all other cell constituents, which are in turn used as
food by other forms of life. The process of evolution
continues—and, in rapidly reproducing bacterial cells,
on a time scale that allows us to witness it in the labora-
tory. One interesting line of research into evolutionary
mechanisms aims at producing a “synthetic” cell in the
laboratory (one in which the experimenter has provid-
ed every component from known, purified compo-
nents). The first step in this direction involves deter-
mining the minimum number of genes necessary for life
by examining the genomes of the simplest bacteria.
The smallest known genome for a free-living bacterium
is that of Mycobacterium genitalium, which com-
prises 580,000 base pairs encoding 483 genes. In 2010,
scientists at the Craig Venter Institute succeeded in
synthesizing the full chromosome of the mycobacteri-
um in vitro, then incorporating that synthetic chromo-
some into a living bacterial cell of another species,
which thereby acquired the properties of Mycobacte-
reum genitalium. This technology opens the way to
producing a synthetic cell, with the bare minimum of
genes essential to life. With such a cell, one could hope
to study in the laboratory the evolutionary processes by
which protocells gradually diversified and became
more complex.

Eukaryotic Cells Evolved from Simpler Precursors
in Several Stages

Starting about 1.5 billion years ago, the fossil record begins
to show evidence of larger and more complex organismes,
probably the earliest eukaryotic cells (Fig. 1-37). Details
of the evolutionary path from non-nucleated to nucle-
ated cells cannot be deduced from the fossil record
alone, but morphological and biochemical comparisons
of modern organisms have suggested a sequence of
events consistent with the fossil evidence.

Three major changes must have occurred. First, as
cells acquired more DNA, the mechanisms required to
fold it compactly into discrete complexes with specific
proteins and to divide it equally between daughter cells
at cell division became more elaborate. Specialized pro-
teins were required to stabilize folded DNA and to pull
the resulting DNA-protein complexes (chromosomes)
apart during cell division. Second, as cells became
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FIGURE 1-37 Landmarks in the evolution of life on Earth.

larger, a system of intracel-
lular membranes developed,
including a double membrane
surrounding the DNA. This
membrane segregated the
nuclear process of RNA
synthesis on a DNA template
from the cytoplasmic process
of protein synthesis on ribo-
somes. Finally, according to
a now widely accepted
hypothesis advanced (ini-
tially, to much resistance) by Lynn Margulis, early
eukaryotic cells, which were incapable of photosynthesis
or aerobic metabolism, enveloped aerobic bacteria or
photosynthetic bacteria to form endosymbiotic asso-
ciations that eventually became permanent (Fig. 1-38).
Some aerobic bacteria evolved into the mitochondria
of modern eukaryotes, and some photosynthetic cya-
nobacteria became the plastids, such as the chloro-
plasts of green algae, the likely ancestors of modern
plant cells.

Lynn Margulis, 1938-2011
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biomolecules can make ATP using endosymbionts become
from CO,. energy from sunlight. chloroplasts.

FIGURE 1-38 Evolution of eukaryotes through endosymbiosis. The ear-
liest eukaryote, an anaerobe, acquired endosymbiotic purple bacteria,
which carried with them their capacity for aerobic catabolism and
became, over time, mitochondria. When photosynthetic cyanobacteria

At some later stage of evolution, unicellular organ-
isms found it advantageous to cluster together, thereby
acquiring greater motility, efficiency, or reproductive
success than their free-living single-celled competitors.
Further evolution of such clustered organisms led to
permanent associations among individual cells and
eventually to specialization within the colony—to cel-
lular differentiation.

The advantages of cellular specialization led to the
evolution of increasingly complex and highly differenti-
ated organisms, in which some cells carried out the sen-
sory functions, others the digestive, photosynthetic, or
reproductive functions, and so forth. Many modern mul-
ticellular organisms contain hundreds of different cell
types, each specialized for a function that supports the
entire organism. Fundamental mechanisms that evolved
early have been further refined and embellished through
evolution. The same basic structures and mechanisms
that underlie the beating motion of cilia in Paramecium
and of flagella in Chlamydomonas are employed by the
highly differentiated vertebrate sperm cell, for example.

Molecular Anatomy Reveals Evolutionary
Relationships

Biochemists now have an enormously rich, ever increas-
ing treasury of information on the molecular anatomy of
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subsequently became endosymbionts of some aerobic eukaryotes, these
cells became the photosynthetic precursors of modern green algae and
plants.

cells that they can use to analyze evolutionary relation-
ships and refine evolutionary theory. The sequence of
the genome, the complete genetic endowment of an
organism, has been determined for hundreds of bacteria
and more than 40 archaea and for growing numbers of
eukaryotic microorganisms, including Saccharomyces
cerevisiae and Plasmodium species; plants, including
Arabidopsis thaliana and rice; and multicellular ani-
mals, including Caenorhabditis elegans (a round-
worm), Drosophila melanogaster (the fruit fly), mouse,
rat, dog, chimpanzee, and Homo sapiens (Table 1-2).
With such sequences in hand, detailed and quantitative
comparisons among species can provide deep insight
into the evolutionary process. Thus far, the molecular
phylogeny derived from gene sequences is consistent
with, but in many cases more precise than, the classical
phylogeny based on macroscopic structures. Although
organisms have continuously diverged at the level of
gross anatomy, at the molecular level the basic unity of
life is readily apparent; molecular structures and mech-
anisms are remarkably similar from the simplest to the
most complex organisms. These similarities are most
easily seen at the level of sequences, either the DNA
sequences that encode proteins or the protein sequences
themselves.

When two genes share readily detectable sequence
similarities (nucleotide sequence in DNA or amino acid
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J.ILREYR A Few of the Many Organisms Whose Genomes Have Been Completely Sequenced

Organism Genome size (nucleotide pairs) Biological interest
Mycoplasma genitalium 5.8 X 10° Smallest true organism
Helicobacter pylori 1.6 x 10° Causes gastric ulcers
Methanocaldococcus jannaschit 1.7 x 10° Archaeon; grows at 85 °C
Haemophilus influenzae 1.9 x 10° Causes bacterial influenza
Synechocystis sp. 3.9 x 10° Cyanobacterium
Bacillus subtilis 4.2 % 10° Common soil bacterium
Escherichia coli 4.6 x 10° Some strains are human pathogens
Saccharomyces cerevisiae 1.2 x 107 Unicellular eukaryote
Caenorhabditis elegans 1.0 x 108 Multicellular roundworm
Arabidopsis thaliana 1.2 x 108 Model plant

Drosophila melanogaster 1.8 x 10® Laboratory fly (“fruit fly™)
Mus musculus 2.7 % 10° Laboratory mouse

Homo sapiens 3.0 x 10° Human

Source: www.nchi.nlm.nih.gov/genome.

sequence in the proteins they encode), their sequences
are said to be homologous and the proteins they encode
are homologs. If two homologous genes occur in the
same species, they are said to be paralogous and their
protein products are paralogs. Paralogous genes are
presumed to have been derived by gene duplication fol-
lowed by gradual changes in the sequences of both cop-
ies. Typically, paralogous proteins are similar not only in
sequence but also in three-dimensional structure,
although they commonly have acquired different func-
tions during their evolution.

Two homologous genes (or proteins) found in duf-
Sferent species are said to be orthologous, and their
protein products are orthologs. Orthologs are com-
monly found to have the same function in both organ-
isms, and when a newly sequenced gene in one species
is found to be strongly orthologous with a gene in
another, this gene is presumed to encode a protein with
the same function in both species. By this means, the
function of gene products (proteins or RNA molecules)
can be deduced from the genomic sequence, without
any biochemical characterization of the molecules
themselves. An annotated genome includes, in addi-
tion to the DNA sequence itself, a description of the
likely function of each gene product, deduced from
comparisons with other genomic sequences and estab-
lished protein functions. Sometimes, by identifying the
pathways (sets of enzymes) encoded in a genome, we
can deduce from the genomic sequence alone the
organism’s metabolic capabilities.

The sequence differences between homologous
genes may be taken as a rough measure of the degree to
which the two species have diverged during evolution—
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of how long ago their common evolutionary precursor
gave rise to two lines with different evolutionary fates.
The larger the number of sequence differences, the
earlier the divergence in evolutionary history. One can
construct a phylogeny (family tree) in which the evolu-
tionary distance between any two species is repre-
sented by their proximity on the tree (Fig. 1-4 is an
example).

In the course of evolution, new structures,
processes, or regulatory mechanisms are acquired,
reflections of the changing genomes of the evolving
organisms. The genome of a simple eukaryote such as
yeast should have genes related to formation of the
nuclear membrane, genes not present in bacteria or
archaea. The genome of an insect should contain
genes that encode proteins involved in specifying
insects’ characteristic segmented body plan, genes not
present in yeast. The genomes of all vertebrate ani-
mals should share genes that specify the development
of a spinal column, and those of mammals should have
unique genes necessary for the development of the
placenta, a characteristic of mammals—and so on.
Comparisons of the whole genomes of species in each
phylum are leading to the identification of genes criti-
cal to fundamental evolutionary changes in body plan
and development.

Functional Genomics Shows the Allocations of Genes
to Specific Cellular Processes

When the sequence of a genome is fully determined and
each gene is assigned a function, molecular geneticists
can group genes according to the processes (DNA
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synthesis, protein synthesis, generation of ATP, and so
forth) in which they function and thus find what fraction
of the genome is allocated to each of a cell’s activities.
The largest category of genes in F. colz, A. thaliana,
and H. sapiens consists of genes of (as yet) unknown
function, which make up more than 40% of the genes in
each species. The transporters that move ions and small
molecules across plasma membranes take up a signifi-
cant proportion of the genes in all three species, more
in the bacterium and plant than in the mammal (10% of
the ~4,400 genes of K. coli, ~8% of the ~32,000 genes
of A. thaliana, and ~4% of the ~25,000 genes of
H. sapiens). Genes that encode the proteins and RNA
required for protein synthesis make up 3% to 4% of the
E. colt genome, but in the more complex cells of
A. thaliana, more genes are needed for targeting pro-
teins to their final location in the cell than are needed to
synthesize those proteins (about 6% and 2% of the
genome, respectively). In general, the more complex
the organism, the greater the proportion of its genome
that encodes genes involved in the regulation of cellu-
lar processes and the smaller the proportion dedicated
to the basic processes themselves, such as ATP genera-
tion and protein synthesis.

Genomic Comparisons Have Increasing Importance
in Human Biology and Medicine

=) The genomes of chimpanzees and humans are
99.9% identical, yet the differences between
the two species are vast. The relatively few differences
in genetic endowment must explain the possession of
language by humans, the extraordinary athleticism of
chimpanzees, and myriad other differences. Genomic
comparison is allowing researchers to identify candi-
date genes linked to divergences in the developmental
programs of humans and the other primates and to the
emergence of complex functions such as language.
The picture will become clearer only as more primate
genomes become available for comparison with the
human genome.

Similarly, the differences in genetic endowment
among humans are vanishingly small compared with the
differences between humans and chimpanzees, yet
these differences account for the variety among us—
including differences in health and in susceptibility to
chronic diseases. We have much to learn about the vari-
ability in sequence among humans, and the availability
of genomic information will almost certainly transform
medical diagnosis and treatment. We may expect that
for some genetic diseases, palliatives will be replaced by
cures; and that for disease susceptibilities associated
with particular genetic markers, forewarning and
perhaps increased preventive measures will prevail.
Today’s “medical history” may be replaced by a “medi-
cal forecast.” H
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SUMMARY 1.5 Evolutionary Foundations

» Occasional inheritable mutations yield
organisms that are better suited for survival
and reproduction in an ecological niche, and
their progeny come to dominate the population
in that niche. This process of mutation and
selection is the basis for the Darwinian evolution
that led from the first cell to all modern
organisms. The large number of genes shared by
all living organisms explains their fundamental
similarities.

» Life originated about 3.5 billion years ago, most
likely with the formation of a membrane-enclosed
compartment containing a self-replicating RNA
molecule. The components for the first cell may
have been produced near thermal vents at the
bottom of the sea or by the action of lightning and
high temperature on simple atmospheric molecules
such as CO, and NHs.

» The catalytic and genetic roles played by the early
RNA genome were, over time, taken over by
proteins and DNA, respectively.

» Eukaryotic cells acquired the capacity for
photosynthesis and oxidative phosphorylation from
endosymbiotic bacteria. In multicellular organisms,
differentiated cell types specialize in one or more
of the functions essential to the organism’s
survival.

» Knowledge of the complete genomic nucleotide
sequences of organisms from different branches of
the phylogenetic tree provides insights into
evolution and offers great opportunities in human
medicine.

Key Terms
All terms are defined in the glossary.

endergonic reaction 23
exergonic reaction 23
equilibrium 25
standard free-energy
change, AG®° 26
archaea 4 activation energy,
cytoskeleton 8 AG* 27
stereoisomers 16 catabolism 28
configuration 16 anabolism 28

chiral center 17 metabolism 28
systems biology 29
mutation 32

metabolite 3
nucleus 3
genome 3
eukaryotes 3
bacteria 4

conformation 19
entropy, S 23
enthalpy, H 23
free-energy change,
AG 23
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Problems

Some problems related to the contents of the chapter follow.
(In solving end-of-chapter problems, you may wish to refer to
the tables on the inside of the back cover.) Each problem has
a title for easy reference and discussion. For all numerical
problems, keep in mind that answers should be expressed with
the correct number of significant figures. Brief solutions are
provided in Appendix B; expanded solutions are published in
the Absolute Ultimate Study Guide to Accompany Principles
of Biochemastry.

1. The Size of Cells and Their Components

(a) If you were to magnify a cell 10,000 fold (typical of the
magnification achieved using an electron microscope), how
big would it appear? Assume you are viewing a “typical”
eukaryotic cell with a cellular diameter of 50 pum.
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(b) If this cell were a muscle cell (myocyte), how many
molecules of actin could it hold? Assume the cell is spherical
and no other cellular components are present; actin molecules
are spherical, with a diameter of 3.6 nm. (The volume of a
sphere is 4/3 77>

(c) If this were a liver cell (hepatocyte) of the same
dimensions, how many mitochondria could it hold? Assume
the cell is spherical; no other cellular components are present;
and the mitochondria are spherical, with a diameter of 1.5 um.

(d) Glucose is the major energy-yielding nutrient for
most cells. Assuming a cellular concentration of 1 mm (that is,
1 millimole/L), calculate how many molecules of glucose would
be present in our hypothetical (and spherical) eukaryotic cell.
(Avogadro’s number, the number of molecules in 1 mol of a
nonionized substance, is 6.02 X 10%))

(e) Hexokinase is an important enzyme in the metabolism
of glucose. If the concentration of hexokinase in our eukaryo-
tic cell is 20 uM, how many glucose molecules are present per
hexokinase molecule?

2. Components of E. coli E. coli cells are rod-shaped,
about 2 wm long and 0.8 wm in diameter. The volume of a
cylinder is 7*h, where & is the height of the cylinder.

(a) If the average density of . coli (mostly water) is 1.1 X
10° g/L, what is the mass of a single cell?

(b) E. coli has a protective cell envelope 10 nm thick.
What percentage of the total volume of the bacterium does the
cell envelope occupy?

(¢) E. coli is capable of growing and multiplying rapidly
because it contains some 15,000 spherical ribosomes (diame-
ter 18 nm), which carry out protein synthesis. What percent-
age of the cell volume do the ribosomes occupy?

3. Genetic Information in E. coli DNA The genetic infor-
mation contained in DNA consists of a linear sequence of cod-
ing units, known as codons. Each codon is a specific sequence
of three deoxyribonucleotides (three deoxyribonucleotide
pairs in double-stranded DNA), and each codon codes for a
single amino acid unit in a protein. The molecular weight of an
E. coli DNA molecule is about 3.1 X 10” g/mol. The average
molecular weight of a nucleotide pair is 660 g/mol, and each
nucleotide pair contributes 0.34 nm to the length of DNA.

(a) Calculate the length of an £. coli DNA molecule. Com-
pare the length of the DNA molecule with the cell dimensions
(see Problem 2). How does the DNA molecule fit into the cell?

(b) Assume that the average protein in E. coli consists of
a chain of 400 amino acids. What is the maximum number of
proteins that can be coded by an E. coli DNA molecule?

4. The High Rate of Bacterial Metabolism Bacterial
cells have a much higher rate of metabolism than animal cells.
Under ideal conditions some bacteria double in size and divide
every 20 min, whereas most animal cells under rapid growth
conditions require 24 hours. The high rate of bacterial metab-
olism requires a high ratio of surface area to cell volume.

(a) Why does surface-to-volume ratio affect the maximum
rate of metabolism?

(b) Calculate the surface-to-volume ratio for the spherical
bacterium Neisseria gonorrhoeae (diameter 0.5 um),
responsible for the disease gonorrhea. Compare it with the
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surface-to-volume ratio for a globular amoeba, a large eukaryotic
cell (diameter 150 um). The surface area of a sphere is 477~

5. Fast Axonal Transport Neurons have long thin proc-
esses called axons, structures specialized for conducting sig-
nals throughout the organism’s nervous system. Some axonal
processes can be as long as 2 m—for example, the axons that
originate in your spinal cord and terminate in the muscles of
your toes. Small membrane-enclosed vesicles carrying materi-
als essential to axonal function move along microtubules of the
cytoskeleton, from the cell body to the tips of the axons. If the
average velocity of a vesicle is 1 um/s, how long does it take a
vesicle to move from a cell body in the spinal cord to the axon-
al tip in the toes?

6. Is Synthetic Vitamin C as Good as the Natural Vita-
min? A claim put forth by some purveyors of health foods is
that vitamins obtained from natural sources are more healthful
than those obtained by chemical synthesis. For example, pure
L-ascorbic acid (vitamin C) extracted from rose hips is better
than pure L-ascorbic acid manufactured in a chemical plant.
Are the vitamins from the two sources different? Can the body
distinguish a vitamin’s source?

7. Identification of Functional Groups Figures 1-16 and
1-17 show some common functional groups of biomolecules.
Because the properties and biological activities of biomole-
cules are largely determined by their functional groups, it is
important to be able to identify them. In each of the com-
pounds below, circle and identify by name each functional
group.

i
ITI HO—P\’*O’
H—C—OH H 0
\
H o H—C—OH Sc—=C—Cc00-
Hsﬁ—(‘J—(‘J—OH H—C—OH H
Phosphoenolpyruvate,
H H H an intermediate in
Ethanolamine Glycerol glucose metabolism
(a) )] (c)
o) (6]
N\ 7
(f/
i
i H\c//O
NH (j} i
_ \ H—C—NH,
(‘300 (‘3:0 \
+ HO—C—H
H,N—C—H H—(‘J—OH \
H—C—O0H
H—C—OH H;C—C—CHj
\ \ H—C—OH
CHj CH,OH
Threonine, an Pantothenate, CH,OH
amino acid a vitamin D-Glucosamine
(d) (e) (€3]

8. Drug Activity and Stereochemistry The quanti-
j tative differences in biological activity between the
two enantiomers of a compound are sometimes quite large.

— b

For example, the D isomer of the drug isoproterenol, used to
treat mild asthma, is 50 to 80 times more effective as a bron-
chodilator than the L isomer. Identify the chiral center in iso-
proterenol. Why do the two enantiomers have such radically
different bioactivity?

oy
HO (|3—CH2—N—(|I—CH3
H
HO CH;
Isoproterenol

9. Separating Biomolecules In studying a particular
biomolecule (a protein, nucleic acid, carbohydrate, or lipid)
in the laboratory, the biochemist first needs to separate it
from other biomolecules in the sample—that is, to purify it.
Specific purification techniques are described later in the
text. However, by looking at the monomeric subunits of a
biomolecule, you should have some ideas about the charac-
teristics of the molecule that would allow you to separate it
from other molecules. For example, how would you separate
(a) amino acids from fatty acids and (b) nucleotides from
glucose?

10. Silicon-Based Life? Silicon is in the same group of the
periodic table as carbon and, like carbon, can form up to four
single bonds. Many science fiction stories have been based on
the premise of silicon-based life. Is this realistic? What charac-
teristics of silicon make it less well adapted than carbon as the
central organizing element for life? To answer this question,
consider what you have learned about carbon’s bonding versa-
tility, and refer to a beginning inorganic chemistry textbook
for silicon’s bonding properties.

11. Drug Action and Shape of Molecules Some
years ago two drug companies marketed a drug under
the trade names Dexedrine and Benzedrine. The structure of
the drug is shown below.

H

|

NH,

The physical properties (C, H, and N analysis, melting
point, solubility, etc.) of Dexedrine and Benzedrine were iden-
tical. The recommended oral dosage of Dexedrine (which is
still available) was 5 mg/day, but the recommended dosage of
Benzedrine (no longer available) was twice that. Apparently it
required considerably more Benzedrine than Dexedrine to
yield the same physiological response. Explain this apparent
contradiction.

12. Components of Complex Biomolecules Figure 1-10
shows the major components of complex biomolecules.
For each of the three important biomolecules below (shown
in their ionized forms at physiological pH), identify the
constituents.
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(a) Guanosine triphosphate (GTP), an energy-rich nucle-
otide that serves as a precursor to RNA:

T
N—_C~
? % 9 (I r
*o—P—o—‘P—o—‘P— —CH,_O._ N7\ “NH,
.

OH OH

(b) Methionine enkephalin, the brain’s own opiate:

H CH,
HOOCHZCCN Lo —(‘3—071\‘1—0—000*
1\‘IH2 L \ L (‘JHZ
u,
5
u,

(¢) Phosphatidylcholine, a component of many
membranes:

CH; fon
CH3—+1‘\I—CH2—CH2—O—1|3—O—CH2 H O
(‘:H3 g HC—O—C—(CH2)7—(‘):(|J—(CH2)7—CH3
o
CHZ—O—ﬁ—(CH2)14—CH3
o]

13. Determination of the Structure of a Biomolecule An
unknown substance, X, was isolated from rabbit muscle. Its
structure was determined from the following observations and
experiments. Qualitative analysis showed that X was com-
posed entirely of C, H, and O. A weighed sample of X was
completely oxidized, and the H,O and CO, produced were
measured; this quantitative analysis revealed that X contained
40.00% C, 6.71% H, and 53.29% O by weight. The molecular
mass of X, determined by mass spectrometry, was 90.00 u
(atomic mass units; see Box 1-1). Infrared spectroscopy
showed that X contained one double bond. X dissolved readily
in water to give an acidic solution; the solution demonstrated
optical activity when tested in a polarimeter.

(a) Determine the empirical and molecular formula of X.

(b) Draw the possible structures of X that fit the molecu-
lar formula and contain one double bond. Consider only linear
or branched structures and disregard cyclic structures. Note
that oxygen makes very poor bonds to itself.

(c) What is the structural significance of the observed
optical activity? Which structures in (b) are consistent with
the observation?

(d) What is the structural significance of the observation
that a solution of X was acidic? Which structures in (b) are
consistent with the observation?

(e) What is the structure of X? Is more than one structure
consistent with all the data?

— b
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14. Naming Stereoisomers with One Chiral Carbon
Using the RS System Propranolol is a chiral compound.
(R)-Propranolol is used as a contraceptive; (S)-propranolol is
used to treat hypertension. Identify the chiral carbon in the
structure below. Is this the (R) or the (S) isomer? Draw the

other isomer.
O O/\‘/\NJ\
oH H

15. Naming Stereoisomers with Two Chiral Carbons
Using the RS System The (R,R) isomer of methylphenidate
(Ritalin) is used to treat attention deficit hyperactivity disor-
der (ADHD). The (S,S) isomer is an antidepressant. Identify
the two chiral carbons in the structure below. Is this the (R, R)
or the (S,.5) isomer? Draw the other isomer.

9

Data Analysis Problem

16. Interaction of Sweet-Tasting Molecules with Taste
Receptors Many compounds taste sweet to humans. Sweet
taste results when a molecule binds to the sweet receptor, one
type of taste receptor, on the surface of certain tongue cells.
The stronger the binding, the lower the concentration required
to saturate the receptor and the sweeter a given concentration
of that substance tastes. The standard free-energy change,
AG°®, of the binding reaction between a sweet molecule and a
sweet receptor can be measured in kilojoules or kilocalories
per mole.

Sweet taste can be quantified in units of “molar relative
sweetness” (MRS), a measure that compares the sweetness of
a substance to the sweetness of sucrose. For example, sac-
charin has an MRS of 161; this means that saccharin is 161
times sweeter than sucrose. In practical terms, this is meas-
ured by asking human subjects to compare the sweetness of
solutions containing different concentrations of each com-
pound. Sucrose and saccharin taste equally sweet when
sucrose is at a concentration 161 times higher than that of
saccharin.

(a) What is the relationship between MRS and the AG®
of the binding reaction? Specifically, would a more negative
AG° correspond to a higher or lower MRS? Explain your
reasoning.

Shown on the next page are the structures of 10 com-
pounds, all of which taste sweet to humans. The MRS and AG®
for binding to the sweet receptor are given for each substance.
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g OH
u Ho HO H
= H 0 OH|
HO I OH o OH
OH H
Deoxysucrose

MRS = 0.95
AG° = —6.67 kcal/mol

H

OH
Ho HO H
HO H 0.0
HO H 0H o OH
H
OH H
Sucrose

MRS =1
AG° = —6.71 keal/mol

NH, O

0 o i
\_0 - OH
oH 5 o
NH
) xm, 0~ o
N |
H o}

CHj,
Aspartame
MRS = 172

AG® = —9.7 keal/mol

Saccharin
MRS = 161
AG® = —9.7 keal/mol

p-Tryptophan
MRS = 21
AG® = —8.5 keal/mol

O
- - NH, O
A OH N. N.
S SO on
N
Cl o (6] (6]

6-Chloro-p-tryptophan
MRS = 906
AG° = —10.7 kecal/mol

Alitame
MRS = 1,937
AG° = —11.1 keal/mol

4\/\NH 0
N
0
>

CH,
Neotame
MRS = 11,057
AG° = —12.1 kcal/mol

Br OH
Ho Br =X
HO H O Br
HO H OH o Br O,N
OH H
Tetrabromosucrose Sucronic acid
MRS = 13,012 MRS = 200,000

AG° = —12.2 kcal/mol AG° = —13.8 kcal/mol

Morini, Bassoli, and Temussi (2005) used computer-based
methods (often referred to as “in silico” methods) to model
the binding of sweet molecules to the sweet receptor.

(b) Why is it useful to have a computer model to predict
the sweetness of molecules, instead of a human- or animal-
based taste assay?

In earlier work, Schallenberger and Acree (1967) had sug-
gested that all sweet molecules include an “AH-B” structural
group, in which “A and B are electronegative atoms separated
by a distance of greater than 2.5 A [0.25 nm] but less than 4 A
[0.4 nm]. H is a hydrogen atom attached to one of the electro-
negative atoms by a covalent bond.”

(c) Given that the length of a “typical” single bond is about
0.15 nm, identify the AH-B group(s) in each of the molecules
shown on the left.

(d) Based on your findings from (c), give two objections
to the statement that “molecules containing an AH-B structure
will taste sweet.”

(e) For two of the molecules shown here, the AH-B
model can be used to explain the difference in MRS and AG®.
Which two molecules are these, and how would you use them
to support the AH-B model?

(f) Several of the molecules have closely related struc-
tures but very different MRS and AG® values. Give two such
examples, and use these to argue that the AH-B model is una-
ble to explain the observed differences in sweetness.

In their computer-modeling study, Morini and coauthors
used the three-dimensional structure of the sweet receptor and
a molecular dynamics modeling program called GRAMM to pre-
dict the AG®° of binding of sweet molecules to the sweet receptor.
First, they “trained” their model—that is, they refined the
parameters so that the AG® values predicted by the model
matched the known AG® values for one set of sweet molecules
(the “training set™). They then “tested” the model by asking it to
predict the AG° values for a new set of molecules (the “test set”).

(g) Why did Morini and colleagues need to test their
model against a different set of molecules from the set it was
trained on?

(h) The researchers found that the predicted AG® values
for the test set differed from the actual values by, on average,
1.3 kcal/mol. Using the values given with the molecular struc-
tures, estimate the resulting error in MRS values.
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iochemistry is nothing less than the chemistry of
B life, and, yes, life can be investigated, analyzed, and

understood. To begin, every student of biochemis-
try needs both a language and some fundamentals;
these are provided in Part 1.

The chapters of Part I are devoted to the structure
and function of the major classes of cellular constitu-
ents: water (Chapter 2), amino acids and proteins
(Chapters 3 through 6), sugars and polysaccharides
(Chapter 7), nucleotides and nucleic acids (Chapter 8),
fatty acids and lipids (Chapter 10), and, finally, mem-
branes and membrane signaling proteins (Chapters 11
and 12). We also discuss, in the context of structure and
function, the technologies used to study each class of
biomolecules. One whole chapter (Chapter 9) is devoted
entirely to biotechnologies associated with cloning and
genormics.

We begin, in Chapter 2, with water, because its prop-
erties affect the structure and function of all other cellu-
lar constituents. For each class of organic molecules, we
first consider the covalent chemistry of the monomeric
units (amino acids, monosaccharides, nucleotides, and
fatty acids) and then describe the structure of the mac-
romolecules and supramolecular complexes derived from

— b
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them. An overarching theme is that the polymeric macro-
molecules in living systems, though large, are highly
ordered chemical entities, with specific sequences of
monomeric subunits giving rise to discrete structures and
functions. This fundamental theme can be broken down
into three interrelated principles: (1) the unique struc-
ture of each macromolecule determines its function;
(2) noncovalent interactions play a critical role in the
structure and thus the function of macromolecules; and
(3) the monomeric subunits in polymeric macromole-
cules occur in specific sequences, representing a form of
information on which the ordered living state depends.
The relationship between structure and function is
especially evident in proteins, which exhibit an extraor-
dinary diversity of functions. One particular polymeric
sequence of amino acids produces a strong, fibrous
structure found in hair and wool; another produces a
protein that transports oxygen in the blood; a third
binds other proteins and catalyzes the cleavage of the
bonds between their amino acids. Similarly, the special
functions of polysaccharides, nucleic acids, and lipids
can be understood as resulting directly from their
chemical structure, with their characteristic monomeric
subunits precisely linked to form functional polymers.

45
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Sugars linked together become energy stores, structural
fibers, and points of specific molecular recognition;
nucleotides strung together in DNA or RNA provide the
blueprint for an entire organism; and aggregated lipids
form membranes. Chapter 12 unifies the discussion of
biomolecule function, describing how specific signaling
systems regulate the activities of biomolecules—within
a cell, within an organ, and among organs—to keep an
organism in homeostasis.

As we move from monomeric units to larger and
larger polymers, the chemical focus shifts from covalent
bonds to noncovalent interactions. Covalent bonds, at
the monomeric and macromolecular level, place con-
straints on the shapes assumed by large biomolecules. It
is the numerous noncovalent interactions, however,
that dictate the stable, native conformations of large
molecules while permitting the flexibility necessary for
their biological function. As we shall see, noncovalent
interactions are essential to the catalytic power of
enzymes, the critical interaction of complementary
base pairs in nucleic acids, and the arrangement and

——

properties of lipids in membranes. The principle that
sequences of monomeric subunits are rich in information
emerges most fully in the discussion of nucleic acids
(Chapter 8). However, proteins and some short polymers
of sugars (oligosaccharides) are also information-rich
molecules. The amino acid sequence is a form of infor-
mation that directs the folding of the protein into its
unique three-dimensional structure and ultimately
determines the function of the protein. Some oligosac-
charides also have unique sequences and three-
dimensional structures that are recognized by other
macromolecules.

Each class of molecules has a similar structural
hierarchy: subunits of fixed structure are connected by
bonds of limited flexibility to form macromolecules with
three-dimensional structures determined by noncova-
lent interactions. These macromolecules then interact
to form the supramolecular structures and organelles
that allow a cell to carry out its many metabolic func-
tions. Together, the molecules described in Part I are
the stuff of life.
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systems, making up 70% or more of the weight of

most organisms. The first living organisms on
Earth doubtless arose in an aqueous environment, and
the course of evolution has been shaped by the proper-
ties of the aqueous medium in which life began.

This chapter begins with descriptions of the physi-
cal and chemical properties of water, to which all
aspects of cell structure and function are adapted. The
attractive forces between water molecules and the
slight tendency of water to ionize are of crucial impor-
tance to the structure and function of biomolecules. We
review the topic of ionization in terms of equilibrium
constants, pH, and titration curves, and consider how
aqueous solutions of weak acids or bases and their salts
act as buffers against pH changes in biological systems.
The water molecule and its ionization products, H and
OH™, profoundly influence the structure, self-assembly,
and properties of all cellular components, including
proteins, nucleic acids, and lipids. The noncovalent
interactions responsible for the strength and specificity
of “recognition” among biomolecules are decisively
influenced by water’s properties as a solvent, including
its ability to form hydrogen bonds with itself and with
solutes.

Water is the most abundant substance in living

2.1 Weak Interactions in Aqueous Systems

Hydrogen bonds between water molecules provide the
cohesive forces that make water a liquid at room tem-
perature and a crystalline solid (ice) with a highly
ordered arrangement of molecules at cold tempera-

— b

tures. Polar biomolecules dissolve readily in water
because they can replace water-water interactions with
more energetically favorable water-solute interactions.
In contrast, nonpolar biomolecules are poorly soluble in
water because they interfere with water-water interac-
tions but are unable to form water-solute interactions.
In aqueous solutions, nonpolar molecules tend to clus-
ter together. Hydrogen bonds and ionic, hydrophobic
(Greek, “water-fearing”), and van der Waals interac-
tions are individually weak, but collectively they have a
very significant influence on the three-dimensional
structures of proteins, nucleic acids, polysaccharides,
and membrane lipids.

Hydrogen Bonding Gives Water Its Unusual Properties

Water has a higher melting point, boiling point, and heat
of vaporization than most other common solvents
(Table 2-1). These unusual properties are a conse-
quence of attractions between adjacent water molecules
that give liquid water great internal cohesion. A look at
the electron structure of the HyO molecule reveals the
cause of these intermolecular attractions.

Each hydrogen atom of a water molecule shares
an electron pair with the central oxygen atom. The
geometry of the molecule is dictated by the shapes of
the outer electron orbitals of the oxygen atom, which
are similar to the sp® bonding orbitals of carbon (see
Fig. 1-15). These orbitals describe a rough tetrahe-
dron, with a hydrogen atom at each of two corners
and unshared electron pairs at the other two corners
(Fig. 2-1a). The H—O—H bond angle is 104.5°
slightly less than the 109.5° of a perfect tetrahedron
because of crowding by the nonbonding orbitals of the
oxygen atom.

The oxygen nucleus attracts electrons more strongly
than does the hydrogen nucleus (a proton); that is,
oxygen is more electronegative. This means that the
shared electrons are more often in the vicinity of the
oxygen atom than of the hydrogen. The result of this
unequal electron sharing is two electric dipoles in
the water molecule, one along each of the H—O bonds;

47
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.12 Melting Point, Boiling Point, and Heat of Vaporization of Some Common Solvents

Melting point (°C) Boiling point (°C) Heat of vaporization (J/g)*
Water 0 100 2,260
Methanol (CH;OH) —-98 65 1,100
Ethanol (CH;CH,OH) —117 78 854
Propanol (CH;CHy;CH;OH) —127 97 687
Butanol (CHs(CH,),CH,OH) -90 117 590
Acetone (CH;COCHs) —-95 56 523
Hexane (CH3(CH,)4CHs) -98 69 423
Benzene (CgHg) 6 80 394
Butane (CH3(CH,),CHs) —135 -0.6 381
Chloroform (CHCIs) —63 61 247

*The heat energy required to convert 1.0 g of a liquid at its boiling point and at atmospheric pressure into its gaseous state at the same temperature. Itisa
direct measure of the energy required to overcome attractive forces between molecules in the liquid phase.

each hydrogen atom bears a partial positive charge (6+),
and the oxygen atom bears a partial negative charge
equal in magnitude to the sum of the two partial positives
(26—). As a result, there is an electrostatic attraction
between the oxygen atom of one water molecule and the
hydrogen of another (Fig. 2-1b), called a hydrogen
bond. Throughout this book, we represent hydrogen
bonds with three parallel blue lines, as in Figure 2—1b.
Hydrogen bonds are relatively weak. Those in liquid
water have a bond dissociation energy (the energy
required to break a bond) of about 23 kJ/mol, compared
with 470 kJ/mol for the covalent O—H bond in water or
348 kJ/mol for a covalent C—C bond. The hydrogen

54— 1045° o+
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S5+ e Hydrogen bond
# " rra—

(H — 0177 nm

Covalent bond
0.0965 nm

(€)) (b)

FIGURE 2-1 Structure of the water molecule. (a) The dipolar nature of
the H,O molecule is shown in a ball-and-stick model; the dashed lines
represent the nonbonding orbitals. There is a nearly tetrahedral arrange-
ment of the outer-shell electron pairs around the oxygen atom; the two
hydrogen atoms have localized partial positive charges (§+) and the
oxygen atom has a partial negative charge (6—). (b) Two H,O molecules
joined by a hydrogen bond (designated here, and throughout this book,
by three blue lines) between the oxygen atom of the upper molecule
and a hydrogen atom of the lower one. Hydrogen bonds are longer and
weaker than covalent O—H bonds.

— b

bond is about 10% covalent, due to overlaps in the
bonding orbitals, and about 90% electrostatic. At room
temperature, the thermal energy of an aqueous solution
(the kinetic energy of motion of the individual atoms
and molecules) is of the same order of magnitude as
that required to break hydrogen bonds. When water is
heated, the increase in temperature reflects the faster
motion of individual water molecules. At any given time,
most of the molecules in liquid water are hydrogen
bonded, but the lifetime of each hydrogen bond is just 1
to 20 picoseconds (1 ps = 1072 s); when one hydrogen
bond breaks, another hydrogen bond forms, with the
same partner or a new one, within 0.1 ps. The apt
phrase “flickering clusters” has been applied to the
short-lived groups of water molecules interlinked by
hydrogen bonds in liquid water. The sum of all the
hydrogen bonds between HyO molecules confers great
internal cohesion on liquid water. Extended networks of
hydrogen-bonded water molecules also form bridges
between solutes (proteins and nucleic acids, for exam-
ple) that allow the larger molecules to interact with
each other over distances of several nanometers with-
out physically touching.

The nearly tetrahedral arrangement of the orbitals
about the oxygen atom (Fig. 2-1a) allows each water
molecule to form hydrogen bonds with as many as four
neighboring water molecules. In liquid water at room
temperature and atmospheric pressure, however, water
molecules are disorganized and in continuous motion,
so that each molecule forms hydrogen bonds with an
average of only 3.4 other molecules. In ice, on the other
hand, each water molecule is fixed in space and forms
hydrogen bonds with a full complement of four other
water molecules to yield a regular lattice structure
(Fig. 2-2). Hydrogen bonds account for the relatively
high melting point of water, because much thermal
energy is required to break a sufficient proportion of
hydrogen bonds to destabilize the crystal lattice of ice
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FIGURE 2-2 Hydrogen bonding in ice. In ice, each water molecule forms
four hydrogen bonds, the maximum possible for a water molecule, creat-
ing a regular crystal lattice. By contrast, in liquid water at room tempera-
ture and atmospheric pressure, each water molecule hydrogen-bonds
with an average of 3.4 other water molecules. This crystal lattice structure
makes ice less dense than liquid water, and thus ice floats on liquid water.

(Table 2-1). When ice melts or water evaporates, heat
is taken up by the system:

H50 (solid) — H50 (liquid) AH = +5.9 kJ/mol
H,0 (liquid) — H,0(gas) AH = +44.0 kJ/mol

During melting or evaporation, the entropy of the
aqueous system increases as the highly ordered arrays
of water molecules in ice relax into the less orderly
hydrogen-bonded arrays in liquid water or into the
wholly disordered gaseous state. At room temperature,
both the melting of ice and the evaporation of water
occur spontaneously; the tendency of the water mole-
cules to associate through hydrogen bonds is out-
weighed by the energetic push toward randomness.
Recall that the free-energy change (AG) must have a
negative value for a process to occur spontaneously:
AG = AH — TAS, where AG represents the driving
force, AH the enthalpy change from making and break-
ing bonds, and AS the change in randomness. Because
AH is positive for melting and evaporation, it is clearly
the increase in entropy (AS) that makes AG negative
and drives these changes.

Water Forms Hydrogen Bonds with Polar Solutes

Hydrogen bonds are not unique to water. They readily
form between an electronegative atom (the hydrogen
acceptor, usually oxygen or nitrogen) and a hydrogen
atom covalently bonded to another electronegative atom
(the hydrogen donor) in the same or another molecule
(Fig. 2-3). Hydrogen atoms covalently bonded to car-

— b

2.1 Weak Interactions in Aqueous Systems 49

¢ ¢
Hydrogen —\ N N TN NSNS

acceptor 0 N 0] 0] 0] N
Hydrogen H H H H H H
donor | | | | | |

R N

/N /N /N

FIGURE 2-3 Common hydrogen bonds in biological systems. The
hydrogen acceptor is usually oxygen or nitrogen; the hydrogen donor is
another electronegative atom.

bon atoms do not participate in hydrogen bonding,
because carbon is only slightly more electronegative
than hydrogen and thus the C—H bond is only very
weakly polar. The distinction explains why butanol
(CH;5(CHy),CH,;OH) has a relatively high boiling point of
117 °C, whereas butane (CH3(CH,),CHs) has a boiling
point of only —0.5 °C. Butanol has a polar hydroxyl
group and thus can form intermolecular hydrogen
bonds. Uncharged but polar biomolecules such as sugars
dissolve readily in water because of the stabilizing effect
of hydrogen bonds between the hydroxyl groups or car-
bonyl oxygen of the sugar and the polar water molecules.
Alcohols, aldehydes, ketones, and compounds contain-
ing N—H bonds all form hydrogen bonds with water
molecules (Fig. 2-4) and tend to be soluble in water.

Between the Between the Between peptide

hydroxyl group carbonyl group groups in
of an alcohol of a ketone polypeptides
and water and water
R\ IFZ R\C
| R N N—C
H 0 (f N
= = O
o) H =
N H
H H N H |
H/ (|3/N\
|

Between
complementary
bases of DNA

C
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C
I | Adenine

N
v
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FIGURE 2-4 Some biologically important hydrogen bonds.
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FIGURE 2-5 Directionality of the hydrogen bond. The attraction between
the partial electric charges (see Fig. 2-1) is greatest when the three atoms
involved in the bond (in this case O, H, and O) lie in a straight line. When
the hydrogen-bonded moieties are structurally constrained (when they
are parts of a single protein molecule, for example), this ideal geometry
may not be possible and the resulting hydrogen bond is weaker.

Hydrogen bonds are strongest when the bonded mol-
ecules are oriented to maximize electrostatic interaction,
which occurs when the hydrogen atom and the two
atoms that share it are in a straight line—that is, when
the acceptor atom is in line with the covalent bond
between the donor atom and H (Fig. 2-5). This arrange-
ment puts the positive charge of the hydrogen ion directly
between the two partial negative charges. Hydrogen
bonds are thus highly directional and capable of holding
two hydrogen-bonded molecules or groups in a specific
geometric arrangement. As we shall see later, this prop-
erty of hydrogen bonds confers very precise three-
dimensional structures on protein and nucleic acid mol-
ecules, which have many intramolecular hydrogen bonds.

Water Interacts Electrostatically with Charged Solutes

Water is a polar solvent. It readily dissolves most bio-
molecules, which are generally charged or polar com-
pounds (Table 2-2); compounds that dissolve easily in
water are hydrophilic (Greek, “water-loving”). In
contrast, nonpolar solvents such as chloroform and

——

benzene are poor solvents for polar biomolecules but
easily dissolve those that are hydrophobic—nonpolar
molecules such as lipids and waxes.

Water dissolves salts such as NaCl by hydrating and
stabilizing the Na* and Cl~ ions, weakening the electro-
static interactions between them and thus counteract-
ing their tendency to associate in a crystalline lattice
(Fig. 2-6). Water also readily dissolves charged bio-
molecules, including compounds with functional groups
such as ionized carboxylic acids (—COQO™), protonated
amines (—NH3), and phosphate esters or anhydrides.
Water replaces the solute-solute hydrogen bonds link-
ing these biomolecules to each other with solute-water
hydrogen bonds, thus screening the electrostatic inter-
actions between solute molecules.

Water is effective in screening the electrostatic
interactions between dissolved ions because it has a
high dielectric constant, a physical property that reflects
the number of dipoles in a solvent. The strength, or
force (F7), of ionic interactions in a solution depends on
the magnitude of the charges (@), the distance between
the charged groups (7), and the dielectric constant
(&, which is dimensionless) of the solvent in which the
interactions occur:

@1Q

er?

F =

For water at 25 °C, e is 78.5, and for the very nonpolar
solvent benzene, e is 4.6. Thus, ionic interactions
between dissolved ions are much stronger in less
polar environments. The dependence on 7 is such
that ionic attractions or repulsions operate only over
short distances—in the range of 10 to 40 nm (depend-
ing on the electrolyte concentration) when the sol-
vent is water.

1/.:] L Z¥R Some Examples of Polar, Nonpolar, and Amphipathic Biomolecules (Shown as lonic Forms at pH 7)

Polar Nonpolar
i Il
Glucose CHZOEI Typical wax CH,(CHy); —CH=CH—(CHy)g— CHy—C,_
H /& OH (I)
CH;3(CH,);—CH=CH—(CH,);—CH,
TN el
H H q q
0 Amphipathic
. . TNH
Glycine +NH;—CH,—COO0~ Phenylalanine | ®
CH,—CH —C00~
Aspartate +ITIH3
~00C—CH,—CH—CO0~ Phosphatidylcholine
Il
Lactate CH3—(|]H—COO’ CH3(CHy);5CHy—C—0—CH,
OH CH3(CH2)15CH2—%—O—C|JH (”) *N(CHs3)3
H,—O—P—0—CH,—CH
Glycerol (I)H CH:—0 | 0-—CH,—CH,
HOCH,—CH—CH,0H v
|:| Polar groups |:| Nonpolar groups
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" > _ ‘a FIGURE 2-6 Water as solvent. Water dissolves many
Q 0 0 5 Q 'j:r‘ el ™ crystalline salts by hydrating their component ions. The
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Entropy Increases as Crystalline Substances Dissolve

As a salt such as NaCl dissolves, the Na* and Cl™ ions
leaving the crystal lattice acquire far greater freedom of
motion (Fig. 2-6). The resulting increase in entropy
(randomness) of the system is largely responsible for
the ease of dissolving salts such as NaCl in water. In
thermodynamic terms, formation of the solution occurs
with a favorable free-energy change: AG = AH — TAS,
where AH has a small positive value and T'AS a large
positive value; thus AG is negative.

Nonpolar Gases Are Poorly Soluble in Water

The molecules of the biologically important gases CO,,
0,, and N, are nonpolar. In O, and N,, electrons are
shared equally by both atoms. In CO,, each C=0 bond
is polar, but the two dipoles are oppositely directed and
cancel each other (Table 2-3). The movement of mole-
cules from the disordered gas phase into aqueous solu-
tion constrains their motion and the motion of water
molecules and therefore represents a decrease in entropy.
The nonpolar nature of these gases and the decrease in
entropy when they enter solution combine to make

them very poorly soluble in water (Table 2-3). Some
organisms have water-soluble “carrier proteins” (hemo-
globin and myoglobin, for example) that facilitate the
transport of Oy. Carbon dioxide forms carbonic acid
(H;CO3) in aqueous solution and is transported as the
HCO5 (bicarbonate) ion, either free—bicarbonate is
very soluble in water (~100 g/L at 25 °C)—or bound to
hemoglobin. Three other gases, NH;, NO, and H,S, also
have biological roles in some organisms; these gases are
polar, dissolve readily in water, and ionize in aqueous
solution.

Nonpolar Compounds Force Energetically Unfavorable
Changes in the Structure of Water

When water is mixed with benzene or hexane, two
phases form; neither liquid is soluble in the other. Non-
polar compounds such as benzene and hexane are
hydrophobic—they are unable to undergo energetically
favorable interactions with water molecules, and they
interfere with the hydrogen bonding among water
molecules. All molecules or ions in aqueous solution
interfere with the hydrogen bonding of some water

1R ZE W Solubilities of Some Gases in Water

Soluhility
Gas Structure* Polarity in water (g/L)’
Nitrogen N=N Nonpolar 0.018 (40 °C)
Oxygen 0=0 Nonpolar 0.035 (50 °C)
Carbon dioxide = _ 8 Nonpolar 0.97 (45°C)
0=C=0
Ammonia gHHyg Polar 900 (10 °C)
N I
N 5
Hydrogen sulfide H\ /H J Polar 1,860 (40 °C)
S 5-

*The arrows represent electric dipoles; there is a partial negative charge (6—) at the head of the arrow, a partial positive charge (8+ ; not

shown here) at the tail.

tNote that polar molecules dissolve far better even at low temperatures than do nonpolar molecules at relatively high temperatures.

— b

FINAL PAGES

-agg aptara



(c) ketabton SN ARRITSIGIBAQEEAG7/08/12 1:49 PM user-F408

Hydrophilic
"head group”

4

e
B

o = s B
Duo=@ & /oD N
- | Fis P | .-
2.0 ({0 ( Qo
= FY)agb)d =

1l {5‘

“Flickering clusters” of H,O
molecules in bulk phase

Highly ordered H,O molecules form
“cages" around the hydrophobic alkyl chains
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FIGURE 2-7 Amphipathic compounds in aqueous solution. (a) Long-
chain fatty acids have very hydrophobic alkyl chains, each of which is
surrounded by a layer of highly ordered water molecules. (b) By cluster-
ing together in micelles, the fatty acid molecules expose the smallest
possible hydrophobic surface area to the water, and fewer water mole-
cules are required in the shell of ordered water. The energy gained by
freeing immobilized water molecules stabilizes the micelle.

molecules in their immediate vicinity, but polar or
charged solutes (such as NaCl) compensate for lost
water-water hydrogen bonds by forming new solute-
water interactions. The net change in enthalpy (AH)
for dissolving these solutes is generally small. Hydro-
phobic solutes, however, offer no such compensation,
and their addition to water may therefore result in a
small gain of enthalpy; the breaking of hydrogen bonds
between water molecules takes up energy from the
system, requiring the input of energy from the sur-
roundings. In addition to requiring this input of energy,
dissolving hydrophobic compounds in water produces a
measurable decrease in entropy. Water molecules in
the immediate vicinity of a nonpolar solute are con-
strained in their possible orientations as they form a
highly ordered cagelike shell around each solute mole-
cule. These water molecules are not as highly oriented
as those in clathrates, crystalline compounds of non-
polar solutes and water, but the effect is the same in
both cases: the ordering of water molecules reduces
entropy. The number of ordered water molecules, and
therefore the magnitude of the entropy decrease, is
proportional to the surface area of the hydrophobic
solute enclosed within the cage of water molecules.
The free-energy change for dissolving a nonpolar solute
in water is thus unfavorable: AG = AH — TAS, where
AH has a positive value, AS has a negative value, and
AG is positive.
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Amphipathic compounds contain regions that
are polar (or charged) and regions that are nonpolar
(Table 2-2). When an amphipathic compound is mixed
with water, the polar, hydrophilic region interacts favor-
ably with the water and tends to dissolve, but the non-
polar, hydrophobic region tends to avoid contact with the
water (Fig. 2-7a). The nonpolar regions of the mole-
cules cluster together to present the smallest hydropho-
bic area to the aqueous solvent, and the polar regions
are arranged to maximize their interaction with the sol-
vent (Fig. 2-7b). These stable structures of amphipa-
thic compounds in water, called micelles, may contain
hundreds or thousands of molecules. The forces that
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FIGURE 2-8 Release of ordered water favors formation of an enzyme-
substrate complex. \While separate, both enzyme and substrate force
neighboring water molecules into an ordered shell. Binding of substrate

hold the nonpolar regions of the molecules together are
called hydrophobic interactions. The strength of
hydrophobic interactions is not due to any intrinsic
attraction between nonpolar moieties. Rather, it results
from the system’s achieving the greatest thermody-
namic stability by minimizing the number of ordered
water molecules required to surround hydrophobic por-
tions of the solute molecules.

Many biomolecules are amphipathic; proteins, pig-
ments, certain vitamins, and the sterols and phospholipids
of membranes all have both polar and nonpolar surface
regions. Structures composed of these molecules are sta-
bilized by hydrophobic interactions among the nonpolar
regions. Hydrophobic interactions among lipids, and
between lipids and proteins, are the most important
determinants of structure in biological membranes.
Hydrophobic interactions between nonpolar amino acids
also stabilize the three-dimensional structures of proteins.

Hydrogen bonding between water and polar solutes
also causes an ordering of water molecules, but the
energetic effect is less significant than with nonpolar
solutes. Disruption of ordered water molecules is part of
the driving force for binding of a polar substrate (reac-
tant) to the complementary polar surface of an enzyme:
entropy increases as the enzyme displaces ordered
water from the substrate, and as the substrate displaces
ordered water from the enzyme surface (Fig. 2-8).

van der Waals Interactions Are Weak
Interatomic Attractions

When two uncharged atoms are brought very close
together, their surrounding electron clouds influence
each other. Random variations in the positions of the elec-
trons around one nucleus may create a transient electric
dipole, which induces a transient, opposite electric dipole
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to enzyme releases some of the ordered water, and the resulting
increase in entropy provides a thermodynamic push toward formation of
the enzyme-substrate complex (see p. 198).

in the nearby atom. The two dipoles weakly attract each
other, bringing the two nuclei closer. These weak attrac-
tions are called van der Waals interactions (also
known as London forces). As the two nuclei draw closer
together, their electron clouds begin to repel each other.
At the point where the net attraction is maximal, the
nuclei are said to be in van der Waals contact. Each atom
has a characteristic van der Waals radius, a measure of
how close that atom will allow another to approach
(Table 2-4). In the “space-filling” molecular models
shown throughout this book, the atoms are depicted in
sizes proportional to their van der Waals radii.

/.1 EY N van der Waals Radii and Covalent
(Single-Bond) Radii of Some Elements

van der Waals Covalent radius for
Element radius (nm) single bond (nm)
H 0.11 0.030
O 0.15 0.066
N 0.15 0.070
C 0.17 0.077
S 0.18 0.104
P 0.19 0.110
1 0.21 0.133

Sources: For van der Waals radii, Chauvin, R. (1992) Explicit periodic trend of van der Waals
radii. J. Phys. Chem. 96, 9194-9197. For covalent radii, Pauling, L. (1960) Nature of the
Chemical Bond, 3rd edn, Cornell University Press, Ithaca, NY.

Note: van der Waals radii describe the space-filling dimensions of atoms. When two atoms
are joined covalently, the atomic radii at the point of honding are less than the van der
Waals radii, because the joined atoms are pulled together by the shared electron pair. The
distance between nuclei in a van der Waals interaction or a covalent bond is about equal to
the sum of the van der Waals or covalent radii, respectively, for the two atoms. Thus the
length of a carbon-carbon single bond is about 0.077 nm + 0.077 nm = 0.154 nm.
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Weak Interactions Are Crucial to Macromolecular
Structure and Function

I believe that as the methods of structural chemis-

try are further applied to physiological problems, it

will be found that the significance of the hydrogen

bond for physiology is greater than that of any other
single structural feature.

—Linus Pauling,

The Nature of the Chemical Bond, 1939

The noncovalent interactions we have described—
hydrogen bonds and ionic, hydrophobic, and van der
Waals interactions (Table 2-5)—are much weaker than
covalent bonds. An input of about 350 kJ of energy is
required to break a mole of (6 X 10**) C—C single
bonds, and about 410 kJ to break a mole of C—H bonds,
but as little as 4 kJ is sufficient to disrupt a mole of
typical van der Waals interactions. Hydrophobic inter-
actions are also much weaker than covalent bonds,
although they are substantially strengthened by a highly
polar solvent (a concentrated salt solution, for exam-
ple). Ionic interactions and hydrogen bonds are variable
in strength, depending on the polarity of the solvent and
the alignment of the hydrogen-bonded atoms, but they
are always significantly weaker than covalent bonds. In
aqueous solvent at 25 °C, the available thermal energy
can be of the same order of magnitude as the strength
of these weak interactions, and the interaction between
solute and solvent (water) molecules is nearly as favor-

1IN LN Four Types of Noncovalent (“Weak")
Interactions among Biomolecules in
Aqueous Solvent

Hydrogen bonds

Between neutral groups 0
\OI 1IHH—0—

Between peptide bonds _
Pep \OmH—N(

Ionic interactions (0]
I

Attraction NH. < ~O—C—
3

Repulsion —*NH; «— HsN*+ —
Water
Hydrophobic CH, CH,
interactions Nt
CH,

van der Waals
interactions

Any two atoms in
close proximity
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able as solute-solute interactions. Consequently, hydro-
gen bonds and ionic, hydrophobic, and van der Waals
interactions are continually forming and breaking.

Although these four types of interactions are indi-
vidually weak relative to covalent bonds, the cumulative
effect of many such interactions can be very significant.
For example, the noncovalent binding of an enzyme to
its substrate may involve several hydrogen bonds and
one or more ionic interactions, as well as hydrophobic
and van der Waals interactions. The formation of each
of these weak bonds contributes to a net decrease in the
free energy of the system. We can calculate the stability
of a noncovalent interaction, such as the hydrogen
bonding of a small molecule to its macromolecular part-
ner, from the binding energy, the reduction in the
energy of the system when binding occurs. Stability, as
measured by the equilibrium constant (see below) of
the binding reaction, varies exponentially with binding
energy. In order to dissociate two biomolecules (such as
an enzyme and its bound substrate) that are associated
noncovalently through multiple weak interactions, all
these interactions must be disrupted at the same time.
Because the interactions fluctuate randomly, such
simultaneous disruptions are very unlikely. Therefore, 5
or 20 weak interactions bestow much greater molecular
stability than would be expected intuitively from a sim-
ple summation of small binding energies.

Macromolecules such as proteins, DNA, and RNA
contain so many sites of potential hydrogen bonding or
ionic, van der Waals, or hydrophobic interactions that
the cumulative effect of the many small binding forces
can be enormous. For macromolecules, the most stable
(that is, the native) structure is usually that in which
weak interactions are maximized. The folding of a single
polypeptide or polynucleotide chain into its three-
dimensional shape is determined by this principle. The
binding of an antigen to a specific antibody depends on
the cumulative effects of many weak interactions. As
noted earlier, the energy released when an enzyme binds
noncovalently to its substrate is the main source of the
enzyme’s catalytic power. The binding of a hormone or a
neurotransmitter to its cellular receptor protein is the
result of multiple weak interactions. One consequence of
the large size of enzymes and receptors (relative to their
substrates or ligands) is that their extensive surfaces
provide many opportunities for weak interactions. At the
molecular level, the complementarity between interact-
ing biomolecules reflects the complementarity and weak
interactions between polar, charged, and hydrophobic
groups on the surfaces of the molecules.

When the structure of a protein such as hemoglobin
(Fig. 2-9) is determined by x-ray crystallography (see
Box 4-5), water molecules are often found to be bound
so tightly that they are part of the crystal structure;
the same is true for water in crystals of RNA or DNA.
These bound water molecules, which can also
be detected in aqueous solutions by nuclear magnetic
resonance, have distinctly different properties from
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FIGURE 2-9 Water binding in hemoglobin. (PDB ID 1A3N) The crystal
structure of hemoglobin, shown (a) with bound water molecules (red
spheres) and (b) without the water molecules. The water molecules are
so firmly bound to the protein that they affect the x-ray diffraction pat-
tern as though they were fixed parts of the crystal. The two @ subunits
of hemoglobin are shown in gray, the two B subunits in blue. Each sub-
unit has a bound heme group (red stick structure), visible only in the B
subunits in this view. The structure and function of hemoglobin are dis-
cussed in detail in Chapter 5.

those of the “bulk” water of the solvent. They are, for
example, not osmotically active (see below). For many
proteins, tightly bound water molecules are essential to
their function. In a key reaction in photosynthesis, for
example, protons flow across a biological membrane as
light drives the flow of electrons through a series of
electron-carrying proteins (see Fig. 19-62). One of
these proteins, cytochrome f, has a chain of five bound
water molecules (Fig. 2-10) that may provide a path
for protons to move through the membrane by a process
known as “proton hopping” (described below). Another
such light-driven proton pump, bacteriorhodopsin,
almost certainly uses a chain of precisely oriented
bound water molecules in the transmembrane move-
ment of protons (see Fig. 19-69b). Tightly bound water
molecules can also form an essential part of the binding
site of a protein for its ligand. In a bacterial arabinose-
binding protein, for example, five water molecules form
hydrogen bonds that provide critical cross-links between
the sugar (arabinose) and the amino acid residues in
the sugar-binding site (Fig. 2-11).

Solutes Affect the Colligative Properties
of Aqueous Solutions

Solutes of all kinds alter certain physical properties of
the solvent, water: its vapor pressure, boiling point,
melting point (freezing point), and osmotic pressure.
These are called colligative properties (colligative
meaning “tied together”), because the effect of solutes
on all four properties has the same basis: the concentra-
tion of water is lower in solutions than in pure water.
The effect of solute concentration on the colligative
properties of water is independent of the chemical
properties of the solute; it depends only on the number
of solute particles (molecules or ions) in a given amount
of water. For example, a compound such as NaCl, which
dissociates in solution, has an effect on osmotic pressure
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FIGURE 2-10 Water chain in cytochrome f. Water is bound in a proton
channel of the membrane protein cytochrome f, which is part of the
energy-trapping machinery of photosynthesis in chloroplasts (see Fig.
19-61). Five water molecules are hydrogen-bonded to each other and to
functional groups of the protein: the peptide backbone atoms of valine,
proline, arginine, and alanine residues, and the side chains of three
asparagine and two glutamine residues. The protein has a bound heme
(see Fig. 5-1), its iron ion facilitating electron flow during photosynthesis.
Electron flow is coupled to the movement of protons across the mem-
brane, which probably involves “proton hopping” (see Fig. 2-14) through
this chain of bound water molecules.

FIGURE 2-11 Hydrogen-bonded water as part of a protein's sugar-
binding site. In the L-arabinose-binding protein of the bacterium E. colj,
five water molecules are essential components of the hydrogen-bonded
network of interactions between the sugar arabinose (center) and at
least 13 amino acid residues in the sugar-binding site. Viewed in three
dimensions, these interacting groups constitute two layers of binding
moieties; amino acid residues in the first layer are screened in red, those
in the second layer in green. Some of the hydrogen bonds are drawn lon-
ger than others for clarity; they are not actually longer than the others.
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that is twice that of an equal number of moles of a non-
dissociating solute such as glucose.

Water molecules tend to move from a region of
higher water concentration to one of lower water con-
centration, in accordance with the tendency in nature
for a system to become disordered. When two different
aqueous solutions are separated by a semipermeable
membrane (one that allows the passage of water but not
solute molecules), water molecules diffusing from the
region of higher water concentration to the region of
lower water concentration produce osmotic pressure
(Fig. 2-12). Osmotic pressure, II, measured as the
force necessary to resist water movement (Fig. 2—-12¢),
is approximated by the van’t Hoff equation:

[T = icRT

in which R is the gas constant and 7 is the absolute
temperature. The symbol 7 is the van’t Hoff factor,
which is a measure of the extent to which the solute
dissociates into two or more ionic species. The term ic
is the osmolarity of the solution, the product of the
van’t Hoff factor ¢ and the solute’s molar concentration
c. In dilute NaCl solutions, the solute completely disso-
ciates into Na* and Cl~, doubling the number of solute
particles, and thus ¢ = 2. For all nonionizing solutes,
2 = 1. For solutions of several (n) solutes, Il is the sum
of the contributions of each species:

IT = RT (101 + 99Cs + =+ + 1,,C,)
Force (IT)

Pure Nonpermeant resists osmosis
water solute dissolved
|| in water
_—
|
= ‘
Bee — . -
(b) (c)

Semipermeable
membrane

FIGURE 2-12 Osmosis and the measurement of osmotic pressure.
(a) The initial state. The tube contains an aqueous solution, the beaker
contains pure water, and the semipermeable membrane allows the pas-
sage of water but not solute. Water flows from the beaker into the tube
to equalize its concentration across the membrane. (b) The final state.
Water has moved into the solution of the nonpermeant compound,
diluting it and raising the column of solution within the tube. At equilib-
rium, the force of gravity operating on the solution in the tube exactly
balances the tendency of water to move into the tube, where its concen-
tration is lower. (¢) Osmotic pressure (IT) is measured as the force that
must be applied to return the solution in the tube to the level of the
water in the beaker. This force is proportional to the height, h, of the col-
umn in (b).
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Osmosis, water movement across a semipermeable
membrane driven by differences in osmotic pressure, is
an important factor in the life of most cells. Plasma
membranes are more permeable to water than to most
other small molecules, ions, and macromolecules
because protein channels (aquaporins; see Fig. 11-45)
in the membrane selectively permit the passage of
water. Solutions of osmolarity equal to that of a cell’s
cytosol are said to be isotonic relative to that cell. Sur-
rounded by an isotonic solution, a cell neither gains nor
loses water (Fig. 2-13). In a hypertonic solution, one
with higher osmolarity than that of the cytosol, the cell
shrinks as water moves out. In a hypotonic solution,
one with a lower osmolarity than the cytosol, the cell
swells as water enters. In their natural environments,
cells generally contain higher concentrations of biomol-
ecules and ions than their surroundings, so osmotic
pressure tends to drive water into cells. If not somehow
counterbalanced, this inward movement of water would
distend the plasma membrane and eventually cause
bursting of the cell (osmotic lysis).

Several mechanisms have evolved to prevent this
catastrophe. In bacteria and plants, the plasma mem-
brane is surrounded by a nonexpandable cell wall of
sufficient rigidity and strength to resist osmotic pressure

Extracellular
solutes

Intracellular
solutes

(a) Cell in isotonic
solution; no net water
movement.

L] ih\-
& \, _—
.
.
<

(b) Cell in hypertonic
solution; water moves out
and cell shrinks.

(¢) Cell in hypotonic
solution; water moves in,
creating outward pressure;
cell swells, may eventually
burst.

FIGURE 2-13 Effect of extracellular osmolarity on water movement
across a plasma membrane. \When a cell in osmotic balance with its
surrounding medium—that is, a cell in (a) an isotonic medium—is trans-
ferred into (b) a hypertonic solution or (c) a hypotonic solution, water
moves across the plasma membrane in the direction that tends to
equalize osmolarity outside and inside the cell.
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and prevent osmotic lysis. Certain freshwater protists
that live in a highly hypotonic medium have an organelle
(contractile vacuole) that pumps water out of the cell. In
multicellular animals, blood plasma and interstitial fluid
(the extracellular fluid of tissues) are maintained at an
osmolarity close to that of the cytosol. The high concen-
tration of albumin and other proteins in blood plasma
contributes to its osmolarity. Cells also actively pump
out Na* and other ions into the interstitial fluid to stay
in osmotic balance with their surroundings.

Because the effect of solutes on osmolarity depends
on the number of dissolved particles, not their mass,
macromolecules (proteins, nucleic acids, polysaccha-
rides) have far less effect on the osmolarity of a solution
than would an equal mass of their monomeric compo-
nents. For example, a gram of a polysaccharide com-
posed of 1,000 glucose units has the same effect on
osmolarity as a mzlligram of glucose. Storing fuel as
polysaccharides (starch or glycogen) rather than as
glucose or other simple sugars avoids an enormous
increase in osmotic pressure in the storage cell.

Plants use osmotic pressure to achieve mechanical
rigidity. The very high solute concentration in the plant
cell vacuole draws water into the cell (Fig. 2—-13), but the
nonexpandable cell wall prevents swelling; instead, the
pressure exerted against the cell wall (turgor pressure)
increases, stiffening the cell, the tissue, and the plant
body. When the lettuce in your salad wilts, it is because
loss of water has reduced turgor pressure. Osmosis also
has consequences for laboratory protocols. Mitochon-
dria, chloroplasts, and lysosomes, for example, are
enclosed by semipermeable membranes. In isolating
these organelles from broken cells, biochemists must
perform the fractionations in isotonic solutions (see Fig.
1-8) to prevent excessive entry of water into the organ-
elles and the swelling and bursting that would follow.
Buffers used in cellular fractionations commonly contain
sufficient concentrations of sucrose or some other inert
solute to protect the organelles from osmotic lysis.

WORKED EXAMPLE 2-1 Osmotic Strength
of an Organelle |

Suppose the major solutes in intact lysosomes are
KCI (~0.1 M) and NaCl (~0.03 m). When isolating lyso-
somes, what concentration of sucrose is required in
the extracting solution at room temperature (25 °C) to
prevent swelling and lysis?

Solution: We want to find a concentration of sucrose that
gives an osmotic strength equal to that produced by the
KCl and NaCl in the lIysosomes. The equation for calcu-
lating osmotic strength (the van’t Hoff equation) is

IT = RT'(21¢1 + i9Cy + i5cs + == + 4,,C,,)

where R is the gas constant 8.315 J/mol - K, T is the
absolute temperature (Kelvin), c;, ¢s, and cs are the
molar concentrations of each solute, and 7;, 75, and 75
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are the numbers of particles each solute yields in solu-
tion (2 = 2 for KCI and NaCl).
The osmotic strength of the lysosomal contents is

Mysosome = BT (ikciCkor T tNaciCNact)
= RT[(2)(0.1 mol/L) + (2)(0.03 moV/L)
= RT(0.26 mol/L)

The osmotic strength of a sucrose solution is given by

Hsu(‘,rose = RT(ZSHCI‘OSECSHCI‘OSQ)

In this case, igucrose = 1, because sucrose does not ion-
ize. Thus,

Hsucrose = RT(CSHCI‘OSe)

The osmotic strength of the lysosomal contents equals
that of the sucrose solution when

Msucrose = Hlysosome
RT(Csucrose) = RT(OZG mol/L)
Csucrose = 0.26 mol/L

So the required concentration of sucrose (FW 342) is
(0.26 mol/L)(342 g/mol) = 88.92 g/L. Because the sol-
ute concentrations are only accurate to one significant
figure, Cquerose = 0.09 kg/L.

WORKED EXAMPLE 2-2 Osmotic Strength
of an Organelle Il

Suppose we decided to use a solution of a polysac-
charide, say glycogen (p. 255), to balance the osmotic
strength of the lysosomes (described in Worked Exam-
ple 2-1). Assuming a linear polymer of 100 glucose units,
calculate the amount of this polymer needed to achieve
the same osmotic strength as the sucrose solution in
Worked Example 2—-1. The M, of the glucose polymer is
~18,000, and, like sucrose, it does not ionize in solution.

Solution: As derived in Worked Example 2-1,
Mgyerose = RT'(0.26 mol/L)
Similarly,

Hglycogen = RT(iglycogencglycogen) = RT(Cglycogen)

For a glycogen solution with the same osmotic strength
as the sucrose solution,

Hglycogen = Hsucrose

RT(Cayeogen) = RT(0.26 mol/L)
Cageogen = 0.26 MOVL = (0.26 mol/L)(18,000 g/mol)
= 4.68 kg/L

Or, when significant figures are taken into account,
Calycogen = O Kg/L,, an absurdly high concentration.

As we'll see later (p. 256), cells of liver and muscle
store carbohydrate not as low molecular weight sugars
such as glucose or sucrose but as the high molecular
weight polymer glycogen. This allows the cell to contain
a large mass of glycogen with a minimal effect on the
osmolarity of the cytosol.
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SUMMARY 2.1 Weak Interactions in Aqueous Systems

» The very different electronegativities of H and O
make water a highly polar molecule, capable of
forming hydrogen bonds with itself and with solutes.
Hydrogen bonds are fleeting, primarily electrostatic,
and weaker than covalent bonds. Water is a good
solvent for polar (hydrophilic) solutes, with which it
forms hydrogen bonds, and for charged solutes, with
which it interacts electrostatically.

» Nonpolar (hydrophobic) compounds dissolve
poorly in water; they cannot hydrogen-bond with
the solvent, and their presence forces an
energetically unfavorable ordering of water
molecules at their hydrophobic surfaces. To
minimize the surface exposed to water, nonpolar
compounds such as lipids form aggregates
(micelles) in which the hydrophobic moieties are
sequestered in the interior, associating through
hydrophobic interactions, and only the more polar
moieties interact with water.

» Weak, noncovalent interactions, in large numbers,
decisively influence the folding of macromolecules
such as proteins and nucleic acids. The most stable
macromolecular conformations are those in which
hydrogen bonding is maximized within the molecule
and between the molecule and the solvent, and in
which hydrophobic moieties cluster in the interior
of the molecule away from the aqueous solvent.

» The physical properties of aqueous solutions are
strongly influenced by the concentrations of solutes.
When two aqueous compartments are separated by
a semipermeable membrane (such as the plasma
membrane separating a cell from its surroundings),
water moves across that membrane to equalize the
osmolarity in the two compartments. This tendency
for water to move across a semipermeable
membrane produces the osmotic pressure.

2.2 lonization of Water, Weak Acids,
and Weak Bases

Although many of the solvent properties of water can be
explained in terms of the uncharged H;O molecule, the
small degree of ionization of water to hydrogen ions
(H") and hydroxide ions (OH™) must also be taken into
account. Like all reversible reactions, the ionization of
water can be described by an equilibrium constant.
When weak acids are dissolved in water, they contribute
H* by ionizing; weak bases consume H* by becoming
protonated. These processes are also governed by equi-
librium constants. The total hydrogen ion concentration
from all sources is experimentally measurable and is
expressed as the pH of the solution. To predict the state
of ionization of solutes in water, we must take into
account the relevant equilibrium constants for each
ionization reaction. We therefore turn now to a brief
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discussion of the ionization of water and of weak acids
and bases dissolved in water.

Pure Water Is Slightly lonized

Water molecules have a slight tendency to undergo
reversible ionization to yield a hydrogen ion (a proton)
and a hydroxide ion, giving the equilibrium

H,0 == H* + OH~ 2-1)

Although we commonly show the dissociation product
of water as H', free protons do not exist in solution;
hydrogen ions formed in water are immediately hydrat-
ed to form hydronium ions (H;0 ™). Hydrogen bonding
between water molecules makes the hydration of dis-
sociating protons virtually instantaneous:

H—OQ 111 H— = H—O“H + OH™
O\ O\ (‘)
H H H

The ionization of water can be measured by its elec-
trical conductivity; pure water carries electrical current
as H;0™ migrates toward the cathode and OH™ toward
the anode. The movement of hydronium and hydroxide
ions in the electric field is extremely fast compared with
that of other ions such as Na*, K", and CI™. This high
ionic mobility results from the kind of “proton hopping”
shown in Figure 2-14. No individual proton moves very

Hydronium ion gives up a proton

H H
\O+/ Proton hop

|
@///
(0]
H/ \®,/;/\0 H
/ \® \
H n 0

N \®a
H—O

~5 m@/

H
G
®/O'\_/
o —H
/
H

Water accepts proton and
becomes a hydronium ion

FIGURE 2-14 Proton hopping. Short “hops” of protons between a series
of hydrogen-bonded water molecules result in an extremely rapid net
movement of a proton over a long distance. As a hydronium ion (upper
left) gives up a proton, a water molecule some distance away (bottom)
acquires one, becoming a hydronium ion. Proton hopping is much faster
than true diffusion and explains the remarkably high ionic mobility of H*
ions compared with other monovalent cations such as Na*™ and K*.
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far through the bulk solution, but a series of proton
hops between hydrogen-bonded water molecules causes
the net movement of a proton over a long distance in a
remarkably short time. (OH™ also moves rapidly by pro-
ton hopping, but in the opposite direction.) As a result
of the high ionic mobility of H", acid-base reactions in
aqueous solutions are exceptionally fast. As noted
above, proton hopping very likely also plays a role in
biological proton-transfer reactions (Fig. 2—-10; see also
Fig. 19-69Db).

Because reversible ionization is crucial to the role of
water in cellular function, we must have a means of
expressing the extent of ionization of water in quantita-
tive terms. A brief review of some properties of revers-
ible chemical reactions shows how this can be done.

The position of equilibrium of any chemical reaction
is given by its equilibrium constant, K., (sometimes
expressed simply as K). For the generalized reaction

A+B=C+D 2-2)

the equilibrium constant K, can be defined in terms of
the concentrations of reactants (A and B) and products
(C and D) at equilibrium:

" [CleglDleq

4 [Aleg[Bleg

Strictly speaking, the concentration terms should be
the activities, or effective concentrations in nonideal
solutions, of each species. Except in very accurate
work, however, the equilibrium constant may be
approximated by measuring the concentrations at
equilibrium. For reasons beyond the scope of this dis-
cussion, equilibrium constants are dimensionless.
Nonetheless, we have generally retained the concentra-
tion units (M) in the equilibrium expressions used in
this book to remind you that molarity is the unit of
concentration used in calculating K.,

The equilibrium constant is fixed and characteristic
for any given chemical reaction at a specified tempera-
ture. It defines the composition of the final equilibrium
mixture, regardless of the starting amounts of reactants
and products. Conversely, we can calculate the equilib-
rium constant for a given reaction at a given tempera-
ture if the equilibrium concentrations of all its reactants
and products are known. As we showed in Chapter 1
(p. 26), the standard free-energy change (AG®) is
directly related to In K.,

The lonization of Water Is Expressed
by an Equilibrium Constant

The degree of ionization of water at equilibrium (Eqn 2-1)
is small; at 25 °C only about two of every 10° molecules
in pure water are ionized at any instant. The equilibrium
constant for the reversible ionization of water is

_ [H'])[OH]

Keq = (H,0] (2-3)
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——

2.2 lonization of Water, Weak Acids, and Weak Bases 59

In pure water at 25 °C, the concentration of water is
55.5 M—grams of HyO in 1 L divided by its gram molecu-
lar weight: (1,000 g/L.)/(18.015 g/mol)—and is essen-
tially constant in relation to the very low concentrations
of H" and OH™, namely 1 X 107 M. Accordingly, we can
substitute 55.5 M in the equilibrium constant expression
(Egn 2-3) to yield

_ [HT][OH™]
Kea = [55.5 M]

On rearranging, this becomes
(55.5 M)(Koq) = [H'][OH] = K, @49

where K,, designates the product (565.5 M)(K,,), the ion
product of water at 25 °C.

The value for K., determined by electrical-
conductivity measurements of pure water, is 1.8 X 10 %wm
at 25 °C. Substituting this value for K, in Equation 2—4
gives the value of the ion product of water:

Ky, = [H"][OH ] = (55.5 M)(1.8 X 10716 )

1.0 X 107 m?

Thus the product [HT]J[OH ] in aqueous solutions at
25 °C always equals 1 X 10™!* Mm%, When there are exactly
equal concentrations of H and OH™, as in pure water,
the solution is said to be at neutral pH. At this pH, the
concentration of H™ and OH™ can be calculated from
the ion product of water as follows:

K, =[H']OH ] = [H'] = [OH J?

Solving for [H*] gives

[H'] = VK, = V1 x 107"

[H']1=[OH ]=10"m
As the ion product of water is constant, whenever [H']
is greater than 1 X 10~" m, [OH ] must be less than 1 X
10" M, and vice versa. When [H] is very high, as in a
solution of hydrochloric acid, [OH | must be very low.

From the ion product of water we can calculate [H'] if
we know [OH™], and vice versa.

WORKED EXAMPLE 2-3 Calculation of [H™]

What is the concentration of H* in a solution of 0.1 M
NaOH?

Solution: We begin with the equation for the ion product
of water:

Ky = [H"][OH"]
With [OH™] = 0.1 M, solving for [H'] gives

K, 1x10 "y 10w

" [OH ] 0.1 M 10 'u
=10 %um

(H"]
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WORKED EXAMPLE 2-4 Calculation of [OH ]

What is the concentration of OH™ in a solution with an
H* concentration of 1.3 X 10™* m?

Solution: We begin with the equation for the ion product
of water:

K, = [H][OH"]
With [H'] = 1.3 X 10~ * M, solving for [OH ] gives

B K, 1x10 "M 1074w
[OH™] = = = —
[H™] 0.00013 m 13X 10 %M
=77%x10 1N

In all calculations be sure to round your answer to the
correct number of significant figures, as here.

The pH Scale Designates the H™ and
OH  Concentrations

The ion product of water, K, is the basis for the pH
scale (Table 2-6). It is a convenient means of designat-
ing the concentration of H" (and thus of OH") in any
aqueous solution in the range between 1.0 M H' and
1.0 M OH". The term pH is defined by the expression

1
(H"]

pH = log = —log [H']

The symbol p denotes “negative logarithm of.” For a
precisely neutral solution at 25 °C, in which the concen-

[/\) A2 The pH Scale

[H'] (w) pH [OH ] (m) pOH*
10° (1) 0 107 14
107! 1 1074 13
1072 2 1074 12
1072 3 1074 11
10°* 4 1071 10
107° 5 107° 9
10°° 6 1078 8
1077 7 1077 7
1078 8 10°° 6
107° 9 107° 5
1071 10 10°* 4
104 11 1073 3
107 12 1072 2
1074 13 107! 1
107" 14 10° (1) 0

*The expression pOH is sometimes used to describe the basicity, or OH™ concentration, of a
solution; pOH is defined by the expression pOH = —log[OH ™1, which is analogous to the
expression for pH. Note that in all cases, pH + pOH = 14.

— b

——

tration of hydrogen ions is 1.0 X 10~ m, the pH can be
calculated as follows:

1
pH =log 1= 767 = 70
Note that the concentration of H must be expressed in
molar (M) terms.

The value of 7 for the pH of a precisely neutral solu-
tion is not an arbitrarily chosen figure; it is derived from
the absolute value of the ion product of water at 25 °C,
which by convenient coincidence is a round number.
Solutions having a pH greater than 7 are alkaline or
basic; the concentration of OH™ is greater than that of
H™. Conversely, solutions having a pH less than 7 are
acidic.

Keep in mind that the pH scale is logarithmic, not
arithmetic. To say that two solutions differ in pH by 1 pH
unit means that one solution has ten times the H'
concentration of the other, but it does not tell us the
absolute magnitude of the difference. Figure 2-15
gives the pH values of some common aqueous fluids. A
cola drink (pH 3.0) or red wine (pH 3.7) has an H* con-
centration approximately 10,000 times that of blood
(pH 7.4).

The pH of an aqueous solution can be approximately
measured with various indicator dyes, including litmus,
phenolphthalein, and phenol red. These dyes undergo
color changes as a proton dissociates from the dye

0 ~1Tm HCI

.. Gastric juice
2 Lemon juice
3| . Cola, vinegar
Increa.s!ngly Red wine
4| acidic
Beer
5 Black coffee
6| ]
_ Milk, saliva
7 Neutral 1
€U Human blood, tears
8 _ Seawater, egg white
9| Solution of baking
soda (NaHCO3)
10 |
Increasingly
1l - basic
12} Household ammonia
H hold bleach
13 _ Household bleac
14° Tm NaOH

FIGURE 2-15 The pH of some aqueous fluids.
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molecule. Accurate determinations of pH in the chemi-
cal or clinical laboratory are made with a glass electrode
that is selectively sensitive to H" concentration but
insensitive to Na*, K*, and other cations. In a pH meter,
the signal from the glass electrode placed in a test solu-
tion is amplified and compared with the signal generat-
ed by a solution of accurately known pH.
=5 | Measurement of pH is one of the most important
j and frequently used procedures in biochemistry.
The pH affects the structure and activity of biological
macromolecules; for example, the catalytic activity of
enzymes is strongly dependent on pH (see Fig. 2-22).
Measurements of the pH of blood and urine are com-
monly used in medical diagnoses. The pH of the blood
plasma of people with severe, uncontrolled diabetes, for
example, is often below the normal value of 7.4; this
condition is called acidosis (described in more detail
below). In certain other diseases the pH of the blood is
higher than normal, a condition known as alkalosis.
Extreme acidosis or alkalosis can be life-threatening. H

Weak Acids and Bases Have Characteristic Acid
Dissociation Constants

Hydrochloric, sulfuric, and nitric acids, commonly called
strong acids, are completely ionized in dilute aqueous
solutions; the strong bases NaOH and KOH are also

——
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completely ionized. Of more interest to biochemists is
the behavior of weak acids and bases—those not com-
pletely ionized when dissolved in water. These are
ubiquitous in biological systems and play important
roles in metabolism and its regulation. The behavior of
aqueous solutions of weak acids and bases is best
understood if we first define some terms.

Acids may be defined as proton donors and bases as
proton acceptors. When a proton donor such as acetic
acid (CH;COOH) loses a proton, it becomes the corre-
sponding proton acceptor, in this case the acetate anion
(CH3C0O0™). A proton donor and its corresponding pro-
ton acceptor make up a conjugate acid-base pair
(Fig. 2-16), related by the reversible reaction

CHyCOOH == CH,C00~ + H*

Each acid has a characteristic tendency to lose its
proton in an aqueous solution. The stronger the acid,
the greater its tendency to lose its proton. The tendency
of any acid (HA) to lose a proton and form its conjugate
base (A ) is defined by the equilibrium constant (X.,)
for the reversible reaction

HA == H" + A~
for which
_ H'][A7] _
eq [HA] a

Monoprotic acids C

7 Vi
Acetic acid CHSC\ — CHSC\ + H"

(K, =1.74 X 10-5 M) OH

pK, = 4.76
Ammonium ion
(K, =5.62 X 10710 m)

Diprotic acids
Carbonic acid
(K, =170 X104 m);
Bicarbonate pK, =3.77"
(K, = 6.31xX10"1"m)

Glycine, carboxyl 1‘\IH§ /( NHz //(
(K, = 4.57 X 1073 m); / .
Glycine, amino CHQC\ T CH?C\ +H

(K, = 2.51 X 10-10 m) OH 0~

Triprotic acids
Phosphoric acid
(K, =7.25X%X10"3m);

Dihydrogen phosphate | HyPO, === H,PO; + H* H,PO; == HPO} + H' HPOj === PO}~ + H'

(K, =138 X 10-7 m);
Monohydrogen phosphate
(K, =3.98 X103 m)

pk, =214

H,CO3 = HCO; + H*

NH; — NH, + H'
pK, = 9.25

HCO; == CO02 +H"
pk,=10.2

NHi NH,
‘CH C/O — (‘]H C/O + H*
YN SN

pK, = 6.86 pK, =12.4

FIGURE 2-16 Conjugate acid-base pairs consist of a proton donor and
a proton acceptor. Some compounds, such as acetic acid and ammonium
ion, are monoprotic; they can give up only one proton. Others are diprotic
(carbonic acid and glycine) or triprotic (phosphoric acid). The dissociation

— b

pH

reactions for each pair are shown where they occur along a pH gradient.
The equilibrium or dissociation constant (K,) and its negative logarithm,
the pK,, are shown for each reaction. *For an explanation of apparent dis-
crepancies in pK; values for carbonic acid (H,COs), see p. 67.
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Equilibrium constants for ionization reactions are usu-
ally called ionization constants or acid dissociation
constants, often designated K,. The dissociation con-
stants of some acids are given in Figure 2-16. Stronger
acids, such as phosphoric and carbonic acids, have
larger ionization constants; weaker acids, such as mono-
hydrogen phosphate (HPO3 ), have smaller ionization
constants.

Also included in Figure 2-16 are values of pK,,
which is analogous to pH and is defined by the equation

1
pK, = logz = —log K,

The stronger the tendency to dissociate a proton, the
stronger is the acid and the lower its pK,. As we shall
now see, the pK, of any weak acid can be determined
quite easily.

Titration Curves Reveal the pK, of Weak Acids

Titration is used to determine the amount of an acid in
a given solution. A measured volume of the acid is
titrated with a solution of a strong base, usually sodium
hydroxide (NaOH), of known concentration. The NaOH
is added in small increments until the acid is consumed
(neutralized), as determined with an indicator dye or a
pH meter. The concentration of the acid in the original
solution can be calculated from the volume and concen-
tration of NaOH added. The amounts of acid and base in
titrations are often expressed in terms of equivalents,
where one equivalent is the amount of a substance that
will react with, or supply, one mole of hydrogen ions in
an acid-base reaction.

A plot of pH against the amount of NaOH added (a
titration curve), reveals the pK, of the weak acid.
Consider the titration of a 0.1 M solution of acetic acid
with 0.1 M NaOH at 25 °C (Fig. 2-17). Two reversible
equilibria are involved in the process (here, for simplic-
ity, acetic acid is denoted HAc):

H,0 = H* + OH~ (2-5)

HAc == H* + Ac~ (2-6)

The equilibria must simultaneously conform to their
characteristic equilibrium constants, which are, respec-
tively,

K, =[H"OH ]=1X 10" "M 2-7
_[HJAcT] 5
Q= W =174 X 10 "M (2-8)

At the beginning of the titration, before any NaOH is
added, the acetic acid is already slightly ionized, to an
extent that can be calculated from its ionization con-
stant (Eqn 2-8).

As NaOH is gradually introduced, the added OH™
combines with the free H* in the solution to form H,0,
to an extent that satisfies the equilibrium relationship in
Equation 2-7. As free H" is removed, HAc dissociates

— b
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9
8t CH,CO0~ | -
N
7t [ (cH,000H] = [CH,0001 ]
6 -
pH5.76
S __ -1 Buffering
pH region
N 1L 376
pH = pk, = 4.76 P 5
3 | —
|
|
2 ' i
CH4COOH | 1
|
s | -
|
|
| | | |

0 | | | | |

0 0102 0304050607 080910
OH~ added (equivalents)

I L |

0 50 100%

Percent titrated

FIGURE 2-17 The titration curve of acetic acid. After addition of each
increment of NaOH to the acetic acid solution, the pH of the mixture is
measured. This value is plotted against the amount of NaOH added,
expressed as a fraction of the total NaOH required to convert all the
acetic acid (CH3COOH) to its deprotonated form, acetate (CH;COO™).
The points so obtained vyield the titration curve. Shown in the boxes are
the predominant ionic forms at the points designated. At the midpoint of
the titration, the concentrations of the proton donor and proton acceptor
are equal, and the pH is numerically equal to the pK,. The shaded zone
is the useful region of buffering power, generally between 10% and 90%
titration of the weak acid.

further to satisfy its own equilibrium constant (Eqn 2-8).
The net result as the titration proceeds is that more and
more HAc ionizes, forming Ac™, as the NaOH is added.
At the midpoint of the titration, at which exactly 0.5
equivalent of NaOH has been added per equivalent of
the acid, one-half of the original acetic acid has under-
gone dissociation, so that the concentration of the proton
donor, [HAc], now equals that of the proton acceptor,
[Ac™]. At this midpoint a very important relationship
holds: the pH of the equimolar solution of acetic acid
and acetate is exactly equal to the pK, of acetic acid
(pK, = 4.76; Figs 2-16, 2-17). The basis for this rela-
tionship, which holds for all weak acids, will soon
become clear.

As the titration is continued by adding further
increments of NaOH, the remaining nondissociated ace-
tic acid is gradually converted into acetate. The end
point of the titration occurs at about pH 7.0: all the ace-
tic acid has lost its protons to OH™, to form H,O and
acetate. Throughout the titration the two equilibria
(Egns 2-5, 2-6) coexist, each always conforming to its
equilibrium constant.

Figure 2-18 compares the titration curves of
three weak acids with very different ionization con-
stants: acetic acid (pK, = 4.76); dihydrogen phosphate,
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14
Midpoint
1B of 1
titration
12+ NH, -}
! .
pK, = 9.25 Buffering

regions:
10.25

[NH 1=[NH,]

| [CH,COOH] = [CH,C00 ]|

2 —
. L JcH,coon ]
0 | | |

! ! ! ! ! !

0 01 02 03 04 05 06 07 08 09 10
OH~ added (equivalents)

I L |

0 50 100%
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FIGURE 2-18 Comparison of the titration curves of three weak acids.
Shown here are the titration curves for CHsCOOH, H-POy, and NHj.
The predominant ionic forms at designated points in the titration are
given in boxes. The regions of buffering capacity are indicated at the
right. Conjugate acid-base pairs are effective buffers between approxi-
mately 10% and 90% neutralization of the proton-donor species.

H,PO; (pK, = 6.86); and ammonium ion, NH; (pK, =
9.25). Although the titration curves of these acids have
the same shape, they are displaced along the pH axis
because the three acids have different strengths. Acetic
acid, with the highest K, (lowest pK,) of the three, is the
strongest of the three weak acids (loses its proton most
readily); it is already half dissociated at pH 4.76. Dihy-
drogen phosphate loses a proton less readily, being half
dissociated at pH 6.86. Ammonium ion is the weakest
acid of the three and does not become half dissociated
until pH 9.25.

The titration curve of a weak acid shows graphically
that a weak acid and its anion—a conjugate acid-base
pair—can act as a buffer, as we describe in the next
section.

SUMMARY 2.2 lonization of Water, Weak Acids,

and Weak Bases

»  Pure water ionizes slightly, forming equal numbers
of hydrogen ions (hydronium ions, H;0") and
hydroxide ions. The extent of ionization is described

[H"][OH]

by an equilibrium constant, Keq = H,0]
2

)

— b

——
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from which the ion product of water, K, is derived.
At 25°C, K, = [HT][OH] = (5.5 M)(Keg) =
10714 M2

» The pH of an aqueous solution reflects, on a
logarithmic scale, the concentration of hydrogen
ions:

1 +
pH = log 1 log [H™]-

» The greater the acidity of a solution, the lower its
pH. Weak acids partially ionize to release a
hydrogen ion, thus lowering the pH of the aqueous
solution. Weak bases accept a hydrogen ion,
increasing the pH. The extent of these processes is
characteristic of each particular weak acid or base
and is expressed as an acid dissociation constant:

[H')A] _
[HA]

» The pK, expresses, on a logarithmic scale, the
relative strength of a weak acid or base:

Keq = K,.

1
pPK, = log?a = —log K,.

» The stronger the acid, the smaller its pK,; the
stronger the base, the larger its pK,. The pK, can
be determined experimentally; it is the pH at the
midpoint of the titration curve for the acid or base.

2.3 Buffering against pH Changes
in Biological Systems

Almost every biological process is pH-dependent; a
small change in pH produces a large change in the rate
of the process. This is true not only for the many reac-
tions in which the H" ion is a direct participant, but also
for those reactions in which there is no apparent role for
H" ions. The enzymes that catalyze cellular reactions,
and many of the molecules on which they act, contain
ionizable groups with characteristic pK, values. The
protonated amino and carboxyl groups of amino acids
and the phosphate groups of nucleotides, for example,
function as weak acids; their ionic state is determined
by the pH of the surrounding medium. (When an ioniz-
able group is sequestered in the middle of a protein,
away from the aqueous solvent, its pK,, or apparent pKj,
can be significantly different from its pK, in water.) As
we noted above, ionic interactions are among the forces
that stabilize a protein molecule and allow an enzyme to
recognize and bind its substrate.

Cells and organisms maintain a specific and con-
stant cytosolic pH, usually near pH 7, keeping biomole-
cules in their optimal ionic state. In multicellular organ-
isms, the pH of extracellular fluids is also tightly
regulated. Constancy of pH is achieved primarily by
biological buffers: mixtures of weak acids and their con-
jugate bases.
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Buffers Are Mixtures of Weak Acids and Their
Conjugate Bases

Buffers are aqueous systems that tend to resist changes
in pH when small amounts of acid (H") or base (OH")
are added. A buffer system consists of a weak acid (the
proton donor) and its conjugate base (the proton accep-
tor). As an example, a mixture of equal concentrations
of acetic acid and acetate ion, found at the midpoint of
the titration curve in Figure 2-17, is a buffer system.
Notice that the titration curve of acetic acid has a rela-
tively flat zone extending about 1 pH unit on either side
of its midpoint pH of 4.76. In this zone, a given amount
of H" or OH™ added to the system has much less effect
on pH than the same amount added outside the zone.
This relatively flat zone is the buffering region of the
acetic acid—acetate buffer pair. At the midpoint of the
buffering region, where the concentration of the proton
donor (acetic acid) exactly equals that of the proton
acceptor (acetate), the buffering power of the system is
maximal; that is, its pH changes least on addition of H"
or OH . The pH at this point in the titration curve of
acetic acid is equal to its pK,. The pH of the acetate buf-
fer system does change slightly when a small amount of
H* or OH™ is added, but this change is very small com-
pared with the pH change that would result if the same
amount of H" or OH™ were added to pure water or to a
solution of the salt of a strong acid and strong base,
such as NaCl, which has no buffering power.

Buffering results from two reversible reaction equi-
libria occurring in a solution of nearly equal concentra-
tions of a proton donor and its conjugate proton accep-
tor. Figure 2-19 explains how a buffer system works.
Whenever H* or OH™ is added to a buffer, the result is
a small change in the ratio of the relative concentrations
of the weak acid and its anion and thus a small change
in pH. The decrease in concentration of one component
of the system is balanced exactly by an increase in the
other. The sum of the buffer components does not
change, only their ratio.

Each conjugate acid-base pair has a characteristic
pH zone in which it is an effective buffer (Fig. 2-18).
The H,PO, /HPO? ~ pair has a pK, of 6.86 and thus can
serve as an effective buffer system between approxi-
mately pH 5.9 and pH 7.9; the NH; /NH; pair, with a pK,
of 9.25, can act as a buffer between approximately pH 8.3
and pH 10.3.

The Henderson-Hasselbalch Equation Relates pH, pK,,
and Buffer Concentration

The titration curves of acetic acid, H,PO;, and NH,
(Fig. 2-18) have nearly identical shapes, suggesting that
these curves reflect a fundamental law or relationship.
This is indeed the case. The shape of the titration curve
of any weak acid is described by the Henderson-Hassel-
balch equation, which is important for understanding
buffer action and acid-base balance in the blood and tis-

— b

K, =[HOH"]

OH~ H,0
Acetic acid HAc Ac™ Acetate
(CH;COOH) (CH;CO0™)
H+
_ [H"J[Ac™]
K= THAC

FIGURE 2-19 The acetic acid-acetate pair as a buffer system. The sys-
tem is capable of absorbing either H* or OH™ through the reversibility of
the dissociation of acetic acid. The proton donor, acetic acid (HAc), con-
tains a reserve of bound H*, which can be released to neutralize an
addition of OH™ to the system, forming H,O. This happens because the
product [H*J[OH ] transiently exceeds K, (1 X 107 M?). The equilib-
rium quickly adjusts to restore the product to 1 X 107 m? (at 25 °C),
thus transiently reducing the concentration of H*. But now the quotient
[HTI[Ac"1/[HAC] is less than K,, so HAc dissociates further to restore
equilibrium. Similarly, the conjugate base, Ac”, can react with H ions
added to the system; again, the two ionization reactions simultaneously
come to equilibrium. Thus a conjugate acid-base pair, such as acetic
acid and acetate ion, tends to resist a change in pH when small amounts of
acid or base are added. Buffering action is simply the consequence of two
reversible reactions taking place simultaneously and reaching their points
of equilibrium as governed by their equilibrium constants, K, and K.

sues of vertebrates. This equation is simply a useful way
of restating the expression for the ionization constant of
an acid. For the ionization of a weak acid HA, the Hen-
derson-Hasselbalch equation can be derived as follows:

_[HT)AT]
T
First solve for [H']:
i) = K, o)
A7)

Then take the negative logarithm of both sides:

—log[H"] = —log K, — log@
: [A7]
Substitute pH for —log [H"] and pK, for —log K,:
L [HA]
— 108 —/———
ST
Now invert —log [HA]/[A™], which involves changing its
sign, to obtain the Henderson-Hasselbalch equation:
[A]
(HA]

pH = pK, + log 2-9)

This equation fits the titration curve of all weak acids

and enables us to deduce some important quantitative
relationships. For example, it shows why the pK, of a
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FIGURE 2-20 lonization of histidine. The amino acid histidine, a compo-
nent of proteins, is a weak acid. The pK, of the protonated nitrogen of
the side chain is 6.0.

weak acid is equal to the pH of the solution at the mid-
point of its titration. At that point, [HA] = [A"], and

pH = pK, +1log1 =pK, + 0 = pK,

The Henderson-Hasselbalch equation also allows us to
(1) calculate pK,, given pH and the molar ratio of pro-
ton donor and acceptor; (2) calculate pH, given pK, and
the molar ratio of proton donor and acceptor; and
(3) calculate the molar ratio of proton donor and accep-
tor, given pH and pK,.

Weak Acids or Bases Buffer Cells and Tissues against
pH Changes

The intracellular and extracellular fluids of multicellular
organisms have a characteristic and nearly constant pH.
The organism’s first line of defense against changes in
internal pH is provided by buffer systems. The cytoplasm
of most cells contains high concentrations of proteins, and
these proteins contain many amino acids with functional
groups that are weak acids or weak bases. For example,
the side chain of histidine (Fig. 2-20) has a pK, of 6.0
and thus can exist in either the protonated or unproton-
ated form near neutral pH. Proteins containing histidine
residues therefore buffer effectively near neutral pH.

WORKED EXAMPLE 2-5 lonization of Histidine

Calculate the fraction of histidine that has its imidazole
side chain protonated at pH 7.3. The pK, values for
histidine are pK; = 1.8, pK,; (imidazole) = 6.0, and
pKs = 9.2 (see Fig. 3-12b).

Solution: The three ionizable groups in histidine have suffi-
ciently different pK, values that the first acid (—COOH) is
completely ionized before the second (protonated imidaz-
ole) begins to dissociate a proton, and the second ionizes
completely before the third (—NH3) begins to dissociate
its proton. (With the Henderson-Hasselbalch equation, we
can easily show that a weak acid goes from 1% ionized at
2 pH units below its pK, to 99% ionized at 2 pH units above
its pK,; see also Fig. 3-12b.) At pH 7.3, the carboxyl group
of histidine is entirely deprotonated (—COO™) and the
a-amino group is fully protonated (—NH?). We can there-
fore assume that at pH 7.3, the only group that is partially

— b

——
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dissociated is the imidazole group, which can be proton-
ated (we'll abbreviate as HisH™) or not (His).
We use the Henderson-Hasselbalch equation:
pH = pK, + log E
‘ [HA]

Substituting pK, = 6.0 and pH = 7.3:

[His]
73 =6.0+log ———
[HisH™]
[His]
13 =log ———
[HisH "]
. [His] 1
antilog 1.3 = ———— = 2.0 X 10
[HisH™]

This gives us the ratio of [His] to [HisH*] (20 to 1 in this
case). We want to convert this ratio to the fraction of
total histidine that is in the unprotonated form His at
pH 7.3. That fraction is 20/21 (20 parts His per 1 part
HisH", in a total of 21 parts histidine in either form),
or about 95.2%; the remainder (100% minus 95.2%) is
protonated—about 5%.

Nucleotides such as ATP, as well as many metabo-
lites of low molecular weight, contain ionizable groups
that can contribute buffering power to the cytoplasm.
Some highly specialized organelles and extracellular
compartments have high concentrations of compounds
that contribute buffering capacity: organic acids buffer
the vacuoles of plant cells; ammonia buffers urine.

Two especially important biological buffers are the
phosphate and bicarbonate systems. The phosphate buffer
system, which acts in the cytoplasm of all cells, consists of
H,PO; as proton donor and HPO3 ~ as proton acceptor:

H,PO; = H* + HPO?~

The phosphate buffer system is maximally effective at a
pH close to its pK, of 6.86 (Figs 2-16, 2-18) and thus tends
to resist pH changes in the range between about 5.9 and
7.9. It is therefore an effective buffer in biological fluids; in
mammals, for example, extracellular fluids and most cyto-
plasmic compartments have a pH in the range of 6.9 to 7.4.

WORKED EXAMPLE 2-6 Phosphate Buffers

(a) What is the pH of a mixture of 0.042 m NaH,PO, and
0.058 M NagHPO,?

Solution: We use the Henderson-Hasselbalch equation,
which we’ll express here as

[conjugate base]

H = pK, + 1
PH = Dfa T 08 T id]

In this case, the acid (the species that gives up a proton)
is H,PO, , and the conjugate base (the species that gains
a proton) is HPO? ~. Substituting the given concentra-
tions of acid and conjugate base and the pK, (6.86),

0.058
=6.86 + log —— =686 + 0.14 = T.
PH = 6.86 + log = = 6.86 + 0.14 = 7.0
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We can roughly check this answer. When more con-
jugate base than acid is present, the acid is more than
50% titrated and thus the pH is above the pK, (6.86),
where the acid is exactly 50% titrated.

(b) If 1.0 mL of 10.0 m NaOH is added to a liter of the
buffer prepared in (a), how much will the pH change?

Solution: A liter of the buffer contains 0.042 mol of
NaH,PO,. Adding 1.0 mL of 10.0 m NaOH (0.010 mol)
would titrate an equivalent amount (0.010 mol) of
NaH,PO, to NayHPO,, resulting in 0.032 mol of NaH;PO,
and 0.068 mol of NayHPO,. The new pH is

[HPOF "]
[H,PO; ]

pH = pK, + log

8
=6.86 + 0.33 = 7.
0.032 6.86 + 0.33 = 7.2

= 6.86 + log

(¢) If 1.0 mL of 10.0 m NaOH is added to a liter of pure
water at pH 7.0, what is the final pH? Compare this with
the answer in (b).

Solution: The NaOH dissociates completely into Na™ and
OH ™, giving [OH ] = 0.010 moV/L = 1.0 X 1072 M. The
pOH is the negative logarithm of [OH ], so pOH = 2.0.
Given that in all solutions, pH + pOH = 14, the pH of
the solution is 12.

So, an amount of NaOH that increases the pH of
water from 7 to 12 increases the pH of a buffered solu-
tion, as in (b), from 7.0 to just 7.2. Such is the power of
buffering!

Blood plasma is buffered in part by the bicarbonate
system, consisting of carbonic acid (H,CO3) as proton
donor and bicarbonate (HCOs) as proton acceptor
(K, is the first of several equilibrium constants in the
bicarbonate buffering system):

H,COy = H* + HCO;
[H*][HCO3]
[H2COg]

=
This buffer system is more complex than other conjugate
acid-base pairs because one of its components, carbonic
acid (H,COs), is formed from dissolved (d) carbon diox-
ide and water, in a reversible reaction:

COy(d) + HyO == HyCOs
_ [HC0y
> [CO4(d)][H0]

Carbon dioxide is a gas under normal conditions, and
COy dissolved in an aqueous solution is in equilibrium
with COy in the gas (g) phase:

COz(g) == COx(d)
~_ [COx(d)]
? [COx(8)]
The pH of a bicarbonate buffer system depends on the

concentration of H,COs and HCOs, the proton donor
and acceptor components. The concentration of HyCO4

— b

——

in turn depends on the concentration of dissolved CO,,
which in turn depends on the concentration of CO, in
the gas phase, or the partial pressure of CO,, denoted
pCOs. Thus the pH of a bicarbonate buffer exposed to a
gas phase is ultimately determined by the concentration
of HCOj3 in the aqueous phase and by pCO, in the gas
phase.
—%5 | The bicarbonate buffer system is an effective
physiological buffer near pH 7.4, because the
H,CO5 of blood plasma is in equilibrium with a large
reserve capacity of CO5(g) in the air space of the lungs.
As noted above, this buffer system involves three
reversible equilibria, in this case between gaseous CO,
in the lungs and bicarbonate (HCO3) in the blood
plasma (Fig. 2-21).

Blood can pick up H*, such as from the lactic acid
produced in muscle tissue during vigorous exercise.
Alternatively, it can lose H*, such as by protonation of
the NH; produced during protein catabolism. When H*
is added to blood as it passes through the tissues, reac-
tion 1 in Figure 2-21 proceeds toward a new equilibrium,
in which [HyCOs] is increased. This in turn increases
[COy(d)] in the blood (reaction 2) and thus increases
the partial pressure of CO4y(g) in the air space of the
lungs (reaction 3); the extra CO, is exhaled. Conversely,
when H" is lost from the blood, the opposite events
occur: more H,CO; dissociates into H" and HCO5; and
thus more COy(g) from the lungs dissolves in blood
plasma. The rate of respiration—that is, the rate of inhal-
ing and exhaling—can quickly adjust these equilibria
to keep the blood pH nearly constant. The rate of respi-
ration is controlled by the brain stem, where detection
of an increased blood pCOy or decreased blood pH trig-
gers deeper and more frequent breathing.

At the pH of blood plasma (7.4) very little HyCOg is
present in comparison with HCOs5', and the addition of a
small amount of base (NHs or OH™) would titrate this
H,COg, exhausting the buffering capacity. The important

H* + HCO;
reaction 1
Aqueous phase H,CO,
(blood in capillaries) reaction 2
H,0 —/|[\> H,0
CO,(d)
reaction 3
Gas phase
(lung air space) CO,(g)

FIGURE 2-21 The bicarbonate buffer system. CO, in the air space of
the lungs is in equilibrium with the bicarbonate buffer in the blood
plasma passing through the lung capillaries. Because the concentration
of dissolved CO, can be adjusted rapidly through changes in the rate of
breathing, the bicarbonate buffer system of the blood is in near-equilibrium
with a large potential reservoir of CO,.
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role for Hy,CO5 (pK, = 3.57 at 37 °C) in buffering blood
plasma (~pH 7.4) seems inconsistent with our earlier
statement that a buffer is most effective in the range of
1 pH unit above and below its pK,. The explanation for
this paradox is the large reservoir of CO5(d) in blood. Its
rapid equilibration with HyCOg results in the formation
of additional HyCOsg:

COzcd) + H20 St H2003

It is useful in clinical medicine to have a simple expres-
sion for blood pH in terms of dissolved CO,, which is
commonly monitored along with other blood gases. We
can define a constant, K;,, which is the equilibrium con-
stant for the hydration of CO,to form HyCOs:

_ [HyCOq
[CO (D))

h

Then, to take the COy(d) reservoir into account, we can
express [H,CO3] as K,[CO5(d)], and substitute this
expression for [H,COs] in the equation for the acid dis-
sociation of HyCOs:

_ [H*)[HCO5] _ [H*][HCO; )
CTUH00 K00y

Now, the overall equilibrium for dissociation of H,COg
can be expressed in these terms:

P _ [H'][HCO;]
hira combined [COg(d)]

We can calculate the value of the new constant, K.,ppineds
and the corresponding apparent pK, or pPK . mpined, from
the experimentally determined values of K;, (3.0 X 10™%m)
and K, (2.7 X 10" m) at 37 °C:

Kcombined = (30 X 1073 M) (27 X 1074 M)
=81x10""m
chombined =6.1

In clinical medicine, it is common to refer to COy(d)
as the conjugate acid and to use the apparent, or com-
bined, pK, of 6.1 to simplify calculation of pH from
[CO4(d)]. In this convention,

[HCO;3]

H=61+log 28
p %8 °0.23 X pCO,)

where pCO, is expressed in kilopascals (kPa; typically,
pCOy is 4.6 to 6.7 kPa) and 0.23 is the corresponding
solubility coefficient for CO, in water; thus the term
0.23 X pCOy = 1.2 kPa. Plasma [HCOs5] is normally
about 24 mm.

Untreated Diabetes Produces
Life-Threatening Acidosis

| Human blood plasma normally has a pH between
7.35 and 7.45, and many of the enzymes that
function in the blood have evolved to have maximal activ-
ity in that pH range. Enzymes typically show maximal

— b
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catalytic activity at a characteristic pH, called the pH
optimum (Fig. 2-22). On either side of this optimum
pH, catalytic activity often declines sharply. Thus, a
small change in pH can make a large difference in the
rate of some crucial enzyme-catalyzed reactions. Bio-
logical control of the pH of cells and body fluids is there-
fore of central importance in all aspects of metabolism
and cellular activities, and changes in blood pH have
marked physiological consequences (described with
gusto in Box 2-1!).

In individuals with untreated diabetes mellitus, the
lack of insulin, or insensitivity to insulin (depending on
the type of diabetes), disrupts the uptake of glucose
from blood into the tissues and forces the tissues to use
stored fatty acids as their primary fuel. For reasons we
will describe in detail later (see Fig. 24-30), this depen-
dence on fatty acids results in the accumulation of high
concentrations of two carboxylic acids, B-hydroxybutyric
acid and acetoacetic acid (blood plasma level of 90 mg/
100 mL, compared with <3 mg/100 mL in control (healthy)
individuals; urinary excretion of 5 g/24 hr, compared
with <125 mg/24 hr in controls). Dissociation of these
acids lowers the pH of blood plasma to less than 7.35,
causing acidosis. Severe acidosis leads to headache,
drowsiness, nausea, vomiting, and diarrhea, followed by
stupor, coma, and convulsions, presumably because at
the lower pH, some enzyme(s) do not function optimally.
When a patient is found to have high blood glucose, low
plasma pH, and high levels of B-hydroxybutyric acid and
acetoacetic acid in blood and urine, diabetes mellitus is
the likely diagnosis.

Other conditions can also produce acidosis. Fasting
and starvation force the use of stored fatty acids as fuel,

100

/Pepsin

Trypsin
N

Percent maximum activity
w1
o
T

NAlkaline
phosphatase

pH

FIGURE 2-22 The pH optima of some enzymes. Pepsin is a digestive
enzyme secreted into gastric juice, which has a pH of ~1.5, allowing
pepsin to act optimally. Trypsin, a digestive enzyme that acts in the
small intestine, has a pH optimum that matches the neutral pH in the
lumen of the small intestine. Alkaline phosphatase of bone tissue is a
hydrolytic enzyme thought to aid in bone mineralization.
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' Box2-1 JEAIERIN on Being One's Own Rabbit (Don't Try This at Home!)

This is an account by J.B.S. Haldane of physiological
experiments on controlling blood pH, from his book
Possible Worlds (Harper and Brothers, 1928).

“I wanted to find out what happened to a man
when one made him more acid or more alkaline . . .
One might, of course, have tried experiments on a
rabbit first, and some work had been done along these
lines; but it is difficult to be sure how a rabbit feels at
any time. Indeed, some rabbits make no serious
attempt to cooperate with one.

“. .. A human colleague and I therefore began
experiments on one another . . . My colleague Dr. HW.
Davies and I made ourselves alkaline by over-breathing
and by eating anything up to three ounces of bicar-
bonate of soda. We made ourselves acid by sitting in
an airtight room with between six and seven per cent
of carbon dioxide in the air. This makes one breathe
as if one had just completed a boat-race, and also
gives one a rather violent headache . . . Two hours was
as long as any one wanted to stay in the carbon diox-
ide, even if the gas chamber at our disposal had not
retained an ineradicable odour of ‘yellow cross gas'
from some wartime experiments, which made one
weep gently every time one entered it. The most obvi-
ous thing to try was drinking hydrochloric acid. If one
takes it strong it dissolves one’s teeth and burns one’s
throat, whereas I wanted to let it diffuse gently all
through my body. The strongest I ever cared to drink
was about one part of the commercial strong acid in a
hundred of water, but a pint of that was enough for
me, as it irritated my throat and stomach, while my
calculations showed that I needed a gallon and a half
to get the effect I wanted . . . I argued that if one ate
ammonium chloride, it would partly break up in the
body, liberating hydrochloric acid. This proved to be
correct . . . the liver turns ammonia into a harmless
substance called urea before it reaches the heart and
brain on absorption from the gut. The hydrochloric

——

acid is left behind and combines with sodium bicar-
bonate, which exists in all the tissues, producing
sodium chloride and carbon dioxide. I have had this
gas produced in me in this way at the rate of six
quarts an hour (though not for an hour on end at that
rate) . ..

“I was quite satisfied to have reproduced in
myself the type of shortness of breath which occurs in
the terminal stages of kidney disease and diabetes.
This had long been known to be due to acid poisoning,
but in each case the acid poisoning is complicated by
other chemical abnormalities, and it had been rather
uncertain which of the symptoms were due to the
acid as such.

“The scene now shifts to Heidelberg, where
Freudenberg and Gyorgy were studying tetany in
babies . . . it occurred to them that it would be well
worth trying the effect of making the body unusually
acid. For tetany had occasionally been observed in
patients who had been treated for other complaints by
very large doses of sodium bicarbonate, or had lost
large amounts of hydrochloric acid by constant vomit-
ing; and if alkalinity of the tissues will produce tetany,
acidity may be expected to cure it. Unfortunately, one
could hardly try to cure a dying baby by shutting it up
in a room full of carbonic acid, and still less would one
give it hydrochloric acid to drink; so nothing had come
of their idea, and they were using lime salts, which are
not very easily absorbed, and which upset the diges-
tion, but certainly benefit many cases of tetany.

“However, the moment they read my paper on
the effects of ammonium chloride, they began giving
it to babies, and were delighted to find that the tetany
cleared up in a few hours. Since then it has been used
with effect both in England and America, both on
children and adults. It does not remove the cause, but
it brings the patient into a condition from which he
has a very fair chance of recovering.”

with the same consequences as for diabetes. Very heavy
exertion, such as a sprint by runners or cyclists, leads to
temporary accumulation of lactic acid in the blood. Kid-
ney failure results in a diminished capacity to regulate

WORKED EXAMPLE 2-7 Treatment of Acidosis
with Bicarbonate

Why does intravenous administration of a bicarbonate
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bicarbonate levels. Lung diseases (such as emphysema, solution raise the plasma pH?

pneumonia, and asthma) reduce the capacity to dispose
of the CO, produced by fuel oxidation in the tissues,
with the resulting accumulation of H,COs. Acidosis is
treated by dealing with the underlying condition—
administering insulin to people with diabetes, and ste-
roids or antibiotics to people with lung disease. Severe
acidosis can be reversed by administering bicarbonate
solution intravenously. H

Solution: The ratio of [HCO5] to [COy(d)] determines the
pH of the bicarbonate buffer, according to the equation

[HCO; ]

H=614+log 2
p 98023 X pCOy)

If [HCOg3] is increased with no change in pCO,, the pH
will rise.
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SUMMARY 2.3 Buffering against pH Changes in
Biological Systems

» A mixture of a weak acid (or base) and its salt
resists changes in pH caused by the addition of H"
or OH . The mixture thus functions as a buffer.

» The pH of a solution of a weak acid (or base) and
its salt is given by the Henderson-Hasselbalch

(A ]

[HA]

» In cells and tissues, phosphate and bicarbonate
buffer systems maintain intracellular and
extracellular fluids at their optimum
(physiological) pH, which is usually close to pH 7.
Enzymes generally work optimally at this pH.

» Medical conditions that lower the pH of blood,
causing acidosis, or raise it, causing alkalosis, can
be life threatening.

equation: pH = pK, + log

2.4 Water as a Reactant

Water is not just the solvent in which the chemical reac-
tions of living cells occur; it is very often a direct par-
ticipant in those reactions. The formation of ATP from
ADP and inorganic phosphate is an example of a con-
densation reaction in which the elements of water are
eliminated (Fig. 2-23). The reverse of this reaction—
cleavage accompanied by the addition of the elements
of water—is a hydrolysis reaction. Hydrolysis reac-
tions are also responsible for the enzymatic depolymer-
ization of proteins, carbohydrates, and nucleic acids.
Hydrolysis reactions, catalyzed by enzymes -called
hydrolases, are almost invariably exergonic; by pro-
ducing two molecules from one, they lead to an increase
in the randomness of the system. The formation of cel-
lular polymers from their subunits by simple reversal of
hydrolysis (that is, by condensation reactions) would be
endergonic and therefore does not occur. As we shall
see, cells circumvent this thermodynamic obstacle by
coupling endergonic condensation reactions to exer-
gonic processes, such as breakage of the anhydride
bond in ATP.

[ ? ? [
R—O—I|’—OH + HO—I|’—O_ R—O—Il’—O—Ir—O_ + H,0
(Ol (O o~ o
(ADP) (ATP)
Phosphoanhydride

FIGURE 2-23 Participation of water in biological reactions. ATP is a
phosphoanhydride formed by a condensation reaction (loss of the ele-
ments of water) between ADP and phosphate. R represents adenosine
monophosphate (AMP). This condensation reaction requires energy.
The hydrolysis of (addition of the elements of water to) ATP to form
ADP and phosphate releases an equivalent amount of energy. These
condensation and hydrolysis reactions of ATP are just one example of
the role of water as a reactant in biological processes.
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You are (we hope!) consuming oxygen as you read.
Water and carbon dioxide are the end products of the
oxidation of fuels such as glucose. The overall reaction
can be summarized as

CeH 506 + 605 —> 6C0, + 6H,0
Glucose

The “metabolic water” formed by oxidation of foods and
stored fats is actually enough to allow some animals in
very dry habitats (gerbils, kangaroo rats, camels) to
survive for extended periods without drinking water.

The CO, produced by glucose oxidation is converted
in erythrocytes to the more soluble HCO5 , in a reaction
catalyzed by the enzyme carbonic anhydrase:

CO, + H,0 == HCO; + H"

In this reaction, water not only is a substrate but also
functions in proton transfer by forming a network of
hydrogen-bonded water molecules through which proton
hopping occurs (Fig. 2-14).

Green plants and algae use the energy of sunlight to
split water in the process of photosynthesis:

2H,0 + 2A 18 0, 4 2AH,

In this reaction, A is an electron-accepting species,
which varies with the type of photosynthetic organism,
and water serves as the electron donor in an oxidation-
reduction sequence (see Fig. 19-59) that is fundamen-
tal to all life.

SUMMARY 2.4 Water as a Reactant

» Water is both the solvent in which metabolic
reactions occur and a reactant in many
biochemical processes, including hydrolysis,
condensation, and oxidation-reduction reactions.

2.5 The Fitness of the Aqueous
Environment for Living Organisms

Organisms have effectively adapted to their aqueous
environment and have evolved means of exploiting the
unusual properties of water. The high specific heat of
water (the heat energy required to raise the temperature
of 1 g of water by 1 °C) is useful to cells and organisms
because it allows water to act as a “heat buffer,” keeping
the temperature of an organism relatively constant as the
temperature of the surroundings fluctuates and as heat is
generated as a byproduct of metabolism. Furthermore,
some vertebrates exploit the high heat of vaporization of
water (Table 2-1) by using (thus losing) excess body
heat to evaporate sweat. The high degree of internal
cohesion of liquid water, due to hydrogen bonding, is
exploited by plants as a means of transporting dissolved
nutrients from the roots to the leaves during the process
of transpiration. Even the density of ice, lower than that
of liquid water, has important biological consequences in
the life cycles of aquatic organisms. Ponds freeze from
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the top down, and the layer of ice at the top insulates the
water below from frigid air, preventing the pond (and the
organisms in it) from freezing solid. Most fundamental to
all living organisms is the fact that many physical and
biological properties of cell macromolecules, particularly
the proteins and nucleic acids, derive from their interac-
tions with water molecules of the surrounding medium.
The influence of water on the course of biological evolu-
tion has been profound and determinative. If life forms
have evolved elsewhere in the universe, they are unlikely
to resemble those of Earth unless liquid water is plentiful
in their planet of origin.

Key Terms
Terms 1 bold are defined i the glossary.
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especially Pocker, 2000, and Rand et al., 2000, below).

Symons, M.C. (2000) Spectroscopy of aqueous solutions: protein
and DNA interactions with water. Cell. Mol. Life Sci. 57, 999-1007.

Wiggins, P.M. (1990) Role of water in some biological processes.
Microbiol. Rev. 54, 432-449.

A review of water in biology, including discussion of the physical
structure of liquid water, its interaction with biomolecules, and the
state of water in living cells.

Osmosis

Cayley, D.S., Guttman, H.J., & Record, M.T., Jr. (2000)
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Brief account of the historical contributions to understanding the
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1008-1017.

Review of the role of water in enzyme catalysis, with carbonic
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An examination of the important role of water in both the
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Weak Acids, Weak Bases, and Buffers: Problems
for Practice

Segel, L.H. (1976) Biochemical Calculations, 2nd edn, John Wiley
& Sons, Inc., New York.

Problems

1. Solubility of Ethanol in Water Explain why ethanol
(CH3CH;0H) is more soluble in water than is ethane
(CH5CHy).

2. Calculation of pH from Hydrogen Ion Concentra-
tion What is the pH of a solution that has an H* concentration
of (a) 1.756 X 107° mol/L; (b) 6.50 X 107 mol/L; (¢) 1.0 X
1074 mol/L; (d) 1.50 X 10~° mol/L?
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3. Calculation of Hydrogen Ion Concentration from
pH What is the H" concentration of a solution with pH of
(a) 3.82; (b) 6.62; (c) 11.11?

T l); 4. Acidity of Gastric HCI In a hospital laboratory, a

10.0 mL sample of gastric juice, obtained several hours
after a meal, was titrated with 0.1 M NaOH to neutrality; 7.2 mL
of NaOH was required. The patient’s stomach contained no
ingested food or drink; thus assume that no buffers were
present. What was the pH of the gastric juice?

5. Calculation of the pH of a Strong Acid or Base
(a) Write out the acid dissociation reaction for hydrochloric
acid. (b) Calculate the pH of a solution of 5.0 X 10™* m HCL.
(c) Write out the acid dissociation reaction for sodium
hydroxide. (d) Calculate the pH of a solution of 7.0 X 10™° m
NaOH.

6. Calculation of pH from Concentration of Strong
Acid Calculate the pH of a solution prepared by diluting 3.0 mL
of 2.5 M HCl to a final volume of 100 mL with H,O.

7. Measurement of Acetylcholine Levels by pH Changes
The concentration of acetylcholine (a neurotransmitter) in a
sample can be determined from the pH changes that accom-
pany its hydrolysis. When the sample is incubated with the
enzyme acetylcholinesterase, acetylcholine is converted to
choline and acetic acid, which dissociates to yield acetate and
a hydrogen ion:

(0] CH;
I o H,0
CHsi C - O* CHZ* CH2*1TI* CH3 I
CH;
Acetylcholine
iy
HO—CH,— CH2—*1TI— CH, + CH3—cH: —O0-+H"
CH; (6]
Choline Acetate

In a typical analysis, 15 mL of an aqueous solution containing
an unknown amount of acetylcholine had a pH of 7.65. When
incubated with acetylcholinesterase, the pH of the solution
decreased to 6.87. Assuming there was no buffer in the assay
mixture, determine the number of moles of acetylcholine in
the 15 mL sample.

8. Physical Meaning of pK, Which of the following aque-
ous solutions has the lowest pH: 0.1 m HCI; 0.1 M acetic acid
(pK, = 4.86); 0.1 M formic acid (pK, = 3.75)?

9. Meanings of K, and pK, (a) Does a strong acid have a
greater or lesser tendency to lose its proton than a weak acid?
(b) Does the strong acid have a higher or lower K, than the
weak acid? (c) Does the strong acid have a higher or lower pK,
than the weak acid?

10. Simulated Vinegar One way to make vinegar (not the
preferred way) is to prepare a solution of acetic acid, the sole
acid component of vinegar, at the proper pH (see Fig. 2-15)
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and add appropriate flavoring agents. Acetic acid (M, 60) is a
liquid at 25 °C, with a density of 1.049 g/mL. Calculate the
volume that must be added to distilled water to make 1 L of
simulated vinegar (see Fig. 2-16).

11. Identifying the Conjugate Base Which is the conjugate
base in each of the pairs below?
(a) RCOOH, RCOO™
(b) RNH,, RNHZ

(c) HePOy4, HsPO,
(d) Hy,CO3, HCOs

12. Calculation of the pH of a Mixture of a Weak Acid
and Its Conjugate Base Calculate the pH of a dilute solution
that contains a molar ratio of potassium acetate to acetic acid
(pK, = 4.76) of (a) 2:1; (b) 1:3; (c¢) b:1; (d) 1:1; (e) 1:10.

13. Effect of pH on Solubility The strongly polar, hydrogen-
bonding properties of water make it an excellent solvent for
ionic (charged) species. By contrast, nonionized, nonpolar
organic molecules, such as benzene, are relatively insoluble in
water. In principle, the aqueous solubility of any organic acid
or base can be increased by converting the molecules to
charged species. For example, the solubility of benzoic acid in
water is low. The addition of sodium bicarbonate to a mixture
of water and benzoic acid raises the pH and deprotonates the
benzoic acid to form benzoate ion, which is quite soluble in
water.

Benzoic acid Benzoate ion

pK,=5

Are the following compounds more soluble in an aqueous solu-
tion of 0.1 M NaOH or 0.1 M HCI? (The dissociable protons are
shown in red.)

/ ‘

Lt OH
NG
H

Pyridine ion B-Naphthol
pK,=5 pK, =10

(a) (b)

CH3 N C CHz@

Y
o \o CH,

N-Acetyltyrosine methyl ester
pK, =10

(c)

14. Treatment of Poison Ivy Rash The compo-

5 nents of poison ivy and poison oak that produce the
characteristic itchy rash are catechols substituted with long-
chain alkyl groups.

— b

——

/Users/user-F408/Desktop

OH
OH

(CH,),—CHg
pK, =8

If you were exposed to poison ivy, which of the treatments
below would you apply to the affected area? Justify your choice.
(a) Wash the area with cold water.
(b) Wash the area with dilute vinegar or lemon juice.
(¢) Wash the area with soap and water.
(d) Wash the area with soap, water, and baking soda
(sodium bicarbonate).

15. pH and Drug Absorption Aspirin is a weak acid
3) with a pK, of 3.5 (the ionizable H is shown in red):

It is absorbed into the blood through the cells lining the stom-
ach and the small intestine. Absorption requires passage
through the plasma membrane, the rate of which is deter-
mined by the polarity of the molecule: charged and highly
polar molecules pass slowly, whereas neutral hydrophobic
ones pass rapidly. The pH of the stomach contents is about
1.5, and the pH of the contents of the small intestine is about
6. Is more aspirin absorbed into the bloodstream from the
stomach or from the small intestine? Clearly justify your
choice.

16. Calculation of pH from Molar Concentrations What
is the pH of a solution containing 0.12 mol/L of NH,CI and
0.03 mol/L of NaOH (pK, of NH; /NHj is 9.25)?

17. Calculation of pH after Titration of Weak Acid A
compound has a pK, of 7.4. To 100 mL of a 1.0 m solution of
this compound at pH 8.0 is added 30 mL of 1.0 M hydrochloric
acid. What is the pH of the resulting solution?

18. Properties of a Buffer The amino acid glycine is often
used as the main ingredient of a buffer in biochemical experi-
ments. The amino group of glycine, which has a pK, of 9.6, can
exist either in the protonated form (—NH?Z) or as the free
base (—NHy), because of the reversible equilibrium

R—NHj = R—NH, + H*

(a) In what pH range can glycine be used as an effective
buffer due to its amino group?

(b) Ina 0.1 m solution of glycine at pH 9.0, what fraction of
glycine has its amino group in the —NH? form?

(¢) How much 5 m KOH must be added to 1.0 L of 0.1 M
glycine at pH 9.0 to bring its pH to exactly 10.0?

(d) When 99% of the glycine is in its —NH3 form, what is
the numerical relation between the pH of the solution and the
pK, of the amino group?
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19. Calculation of the pK, of an Ionizable Group by
Titration The pK, values of a compound with two ionizable
groups are pK; = 4.10 and pK; between 7 and 10. A biochemist
has 10 mL of a 1.0 M solution of this compound at a pH of 8.00.
She adds 10.0 mL of 1.00 M HCI, which changes the pH to 3.20.
What is pK,?

20. Calculation of the pH of a Solution of a Polyprotic
Acid Histidine has ionizable groups with pK, values of 1.8,
6.0, and 9.2, as shown below (His = imidazole group). A bio-
chemist makes up 100 mL of a 0.100 M solution of histidine at
a pH of 5.40. She then adds 40 mL of 0.10 m HCI. What is the
pH of the resulting solution?

COOH CO0- (‘300—
H31¢I—(‘}H Hgﬂl—‘CH HSIJ{I—(‘}H
c‘:H2 H ‘CH2 H (‘le H
N N N
B rai AN
1 2
e = e S
H H
lonizable —COOH =—= —C0O0"~ —NH;
group —HisH" —— —His

21. Calculation of the Original pH from the Final pH
after Titration A biochemist has 100 mL of a 0.10 M solution
of a weak acid with a pK, of 6.3. She adds 6.0 mL of 1.0 M HCI,
which changes the pH to 5.7. What was the pH of the original
solution?

22. Preparation of a Phosphate Buffer What molar ratio
of HPO?™ to H,PO; in solution would produce a pH of 7.0?
Phosphoric acid (HsPO,), a triprotic acid, has three pK, val-
ues: 2.14, 6.86, and 12.4. Hint: Only one of the pK, values is
relevant here.

23. Preparation of Standard Buffer for Calibration of a
PH Meter The glass electrode used in commercial pH meters
gives an electrical response proportional to the concentration
of hydrogen ion. To convert these responses to a pH reading,
the electrode must be calibrated against standard solutions of
known H' concentration. Determine the weight in grams of
sodium dihydrogen phosphate (NaH,PO, + HyO; FW 138) and
disodium hydrogen phosphate (Nay;HPO,4; FW 142) needed to
prepare 1 L of a standard buffer at pH 7.00 with a total phos-
phate concentration of 0.100 M (see Fig. 2-16). See problem
22 for the pK, values of phosphoric acid.

24. Calculation of Molar Ratios of Conjugate Base to
Weak Acid from pH For a weak acid with a pK, of 6.0, calcu-
late the ratio of conjugate base to acid at a pH of 5.0.

25. Preparation of Buffer of Known pH and Strength
Given 0.10 M solutions of acetic acid (pK, = 4.76) and sodium
acetate, describe how you would go about preparing 1.0 L of
0.10 m acetate buffer of pH 4.00.

26. Choice of Weak Acid for a Buffer Which of these
compounds would be the best buffer at pH 5.0: formic acid
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(pK, = 3.8), acetic acid (pK, = 4.76), or ethylamine (pK, = 9.0)?
Briefly justify your answer.

27. Working with Buffers A buffer contains 0.010 mol of
lactic acid (pK, = 3.86) and 0.050 mol of sodium lactate per
liter. (a) Calculate the pH of the buffer. (b) Calculate the
change in pH when 5 mL of 0.5 M HCl is added to 1 L of the
buffer. (¢) What pH change would you expect if you added the
same quantity of HCI to 1 L of pure water?

28. Use of Molar Concentrations to Calculate pH What
is the pH of a solution that contains 0.20 M sodium acetate and
0.60 M acetic acid (pK, = 4.76)?

29. Preparation of an Acetate Buffer

(‘300_ Calculate the concentrations of acetic acid
H,;N—CH (pK, = 4.76) and sodium acetate necessary
(:3H2 H to prepare a 0.2 M buffer solution at pH 5.0.
9.9 c \ 30. pH of Insect Defensive Secretion
pf{3 H /CH You have been observing an insect that
— I%\N/ defends itself from enemies by secreting a
caustic liquid. Analysis of the liquid shows
it to have a total concentration of formate

—— —NH,

plus formic acid (K, = 1.8 X 10" of 1.45
M; the concentration of formate ion is 0.015
M. What is the pH of the secretion?

31. Calculation of pK, An unknown compound, X, is thought
to have a carboxyl group with a pK, of 2.0 and another ionizable
group with a pK;, between 5 and 8. When 75 mL of 0.1 m NaOH
is added to 100 mL of a 0.1 M solution of X at pH 2.0, the pH
increases to 6.72. Calculate the pK, of the second ionizable
group of X.

32. Ionic Forms of Alanine Alanine is a diprotic acid that
can undergo two dissociation reactions (see Table 3-1 for pK,
values). (a) Given the structure of the partially protonated
form (or zwitterion; see Fig. 3-9) below, draw the chemical
structures of the other two forms of alanine that predominate
in aqueous solution: the fully protonated form and the fully
deprotonated form.

C‘)OO*
4
H3NfC‘*H
CH;
Alanine

Of the three possible forms of alanine, which would be present
at the highest concentration in solutions of the following pH:
(b) 1.0; (c) 6.2; (d) 8.02; (e) 11.9. Explain your answers in
terms of pH relative to the two pK, values.

33. Control of Blood pH by Respiratory Rate

(a) The partial pressure of COy in the lungs can be varied
rapidly by the rate and depth of breathing. For example, a com-
mon remedy to alleviate hiccups is to increase the concentra-
tion of CO, in the lungs. This can be achieved by holding one’s
breath, by very slow and shallow breathing (hypoventilation),
or by breathing in and out of a paper bag. Under such condi-
tions, pCO, in the air space of the lungs rises above normal.
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Qualitatively explain the effect of these procedures on the
blood pH.

(b) A common practice of competitive short-distance run-
ners is to breathe rapidly and deeply (hyperventilate) for
about half a minute to remove CO, from their lungs just before
the race begins. Blood pH may rise to 7.60. Explain why the
blood pH increases.

(¢) During a short-distance run, the muscles produce a
large amount of lactic acid (CH;CH(OH)COOH; K, = 1.38 X
107* M) from their glucose stores. In view of this fact, why
might hyperventilation before a dash be useful?

34. Calculation of Blood pH from CO, and Bicarbonate
Levels Calculate the pH of a blood plasma sample with a total
CO, concentration of 26.9 mM and bicarbonate concentration
of 25.6 mm. Recall from page 67 that the relevant pK, of car-
bonic acid is 6.1.

35. Effect of Holding One’s Breath on Blood pH The
pH of the extracellular fluid is buffered by the bicarbonate/
carbonic acid system. Holding your breath can increase the
concentration of CO4(g) in the blood. What effect might this
have on the pH of the extracellular fluid? Explain by show-
ing the relevant equilibrium equation(s) for this buffer
system.

Data Analysis Problem

36. “Switchable” Surfactants Hydrophobic molecules do
not dissolve well in water. Given that water is a very com-
monly used solvent, this makes certain processes very diffi-
cult: washing oily food residue off dishes, cleaning up spilled
oil, keeping the oil and water phases of salad dressings well
mixed, and carrying out chemical reactions that involve both
hydrophobic and hydrophilic components.

Surfactants are a class of amphipathic compounds that
includes soaps, detergents, and emulsifiers. With the use of
surfactants, hydrophobic compounds can be suspended in
aqueous solution by forming micelles (see Fig. 2-7). A micelle
has a hydrophobic core consisting of the hydrophobic com-
pound and the hydrophobic “tails” of the surfactant; the
hydrophilic “heads” of the surfactant cover the surface of
the micelle. A suspension of micelles is called an emulsion.
The more hydrophilic the head group of the surfactant, the more
powerful it is—that is, the greater its capacity to emulsify
hydrophobic material.

When you use soap to remove grease from dirty dishes,
the soap forms an emulsion with the grease that is easily
removed by water through interaction with the hydrophilic
head of the soap molecules. Likewise, a detergent can be used
to emulsify spilled oil for removal by water. And emulsifiers in
commercial salad dressings keep the oil suspended evenly
throughout the water-based mixture.

There are some situations in which it would be very useful
to have a “switchable” surfactant: a molecule that could be
reversibly converted between a surfactant and a nonsurfactant.

— b

——

/Users/use

(a) Imagine such a “switchable” surfactant existed. How
would you use it to clean up and then recover the oil from an
oil spill?

Liu et al. describe a prototypical switchable surfactant in
their 2006 article “Switchable Surfactants.” The switching is
based on the following reaction:

(|]H3 (‘JHg
R C ___.R C
- +CO0y + Hy0 =—— +HCO
N7 \ITI—CH:,‘ P \17//—:\\171—0 s ’
CH, H CH,

Amidine form Amidinium form

(b) Given that the pK, of a typical amidinium ion is 12.4,
in which direction (left or right) would you expect the equilib-
rium of the above reaction to lie? (See Fig. 2-16 for relevant
PK, values.) Justify your answer. Hint: Remember the reaction
Hy;0 + CO; == H,COs.

Liu and colleagues produced a switchable surfactant for
which R = C;gHss. They do not name the molecule in their
article; for brevity, we'll call it s-surf.

(¢) The amidinium form of s-surf is a powerful surfactant;
the amidine form is not. Explain this observation.

Liu and colleagues found that they could switch between
the two forms of s-surf by changing the gas that they bubbled
through a solution of the surfactant. They demonstrated this
switch by measuring the electrical conductivity of the s-surf
solution; aqueous solutions of ionic compounds have higher
conductivity than solutions of nonionic compounds. They
started with a solution of the amidine form of s-surf in water.
Their results are shown below; dotted lines indicate the switch
from one gas to another.

Gas bubbled in:  COq Ar COq Ar

Electrical
conductivity

0 100 200

Time (min)

(d) In which form is the majority of s-surf at point A? At
point B?

(e) Why does the electrical conductivity rise from time 0
to point A?

(f) Why does the electrical conductivity fall from point A
to point B?

(g) Explain how you would use s-surf to clean up and
recover the oil from an oil spill.

Reference

Liu, Y., Jessop, P.G., Cunningham, M., Eckert, C.A., &
Liotta, C.L. (2006) Switchable surfactants. Science 313,
958-960.
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place in a cell, exhibiting an almost endless diversity

of functions. To explore the molecular mechanism
of a biological process, a biochemist almost inevitably
studies one or more proteins. Proteins are the most
abundant biological macromolecules, occurring in all
cells and all parts of cells. Proteins also occur in great
variety; thousands of different kinds may be found in a
single cell. As the arbiters of molecular function, pro-
teins are the most important final products of the infor-
mation pathways discussed in Part III of this book.
Proteins are the molecular instruments through which
genetic information is expressed.

Relatively simple monomeric subunits provide the
key to the structure of the thousands of different pro-
teins. The proteins of every organism, from the simplest
of bacteria to human beings, are constructed from the
same ubiquitous set of 20 amino acids. Because each of

Proteins mediate virtually every process that takes

(€)] (b)

FIGURE 3-1 Some functions of proteins. (a) The light produced by fire-
flies is the result of a reaction involving the protein luciferin and ATP, cata-
lyzed by the enzyme luciferase (see Box 13-1). (b) Erythrocytes contain
large amounts of the oxygen-transporting protein hemoglobin. (¢) The
protein keratin, formed by all vertebrates, is the chief structural component

— b

these amino acids has a side chain with distinctive
chemical properties, this group of 20 precursor mole-
cules may be regarded as the alphabet in which the
language of protein structure is written.

To generate a particular protein, amino acids are
covalently linked in a characteristic linear sequence. What
is most remarkable is that cells can produce proteins with
strikingly different properties and activities by joining the
same 20 amino acids in many different combinations and
sequences. From these building blocks different organ-
isms can make such widely diverse products as enzymes,
hormones, antibodies, transporters, muscle fibers, the
lens protein of the eye, feathers, spider webs, rhinoceros
horn, milk proteins, antibiotics, mushroom poisons, and
myriad other substances having distinct biological activi-
ties (Fig. 3-1). Among these protein products, the
enzymes are the most varied and specialized. As the cata-
lysts of virtually all cellular reactions, enzymes are one of
the keys to understanding the chemistry of life and thus
provide a focal point for any course in biochemistry.

Protein structure and function are the topics of this
and the next three chapters. Here, we begin with a
description of the fundamental chemical properties of
amino acids, peptides, and proteins. We also consider
how a biochemist works with proteins.

()

of hair, scales, horn, wool, nails, and feathers. The black rhinoceros is near-
ing extinction in the wild because of the belief prevalent in some parts of
the world that a powder derived from its horn has aphrodisiac properties.
In reality, the chemical properties of powdered rhinoceros horn are no dif-
ferent from those of powdered bovine hooves or human fingernails.

75
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3.1 Amino Acids

% Protein Architecture—Amino Acids Proteins are polymers of
amino acids, with each amino acid residue joined to its
neighbor by a specific type of covalent bond. (The term
“residue” reflects the loss of the elements of water when
one amino acid is joined to another.) Proteins can be bro-
ken down (hydrolyzed) to their constituent amino acids by
a variety of methods, and the earliest studies of proteins
naturally focused on the free amino acids derived from
them. Twenty different amino acids are commonly found
in proteins. The first to be discovered was asparagine, in
1806. The last of the 20 to be found, threonine, was not
identified until 1938. All the amino acids have trivial or
common names, in some cases derived from the source
from which they were first isolated. Asparagine was first
found in asparagus, and glutamate in wheat gluten; tyro-
sine was first isolated from cheese (its name is derived
from the Greek tyros, “cheese”); and glycine (Greek
glykos, “sweet”) was so named because of its sweet taste.

Amino Acids Share Common Structural Features

All 20 of the common amino acids are a-amino acids. They
have a carboxyl group and an amino group bonded to the
same carbon atom (the a carbon) (Fig. 3-2). They differ
from each other in their side chains, or R groups, which
vary in structure, size, and electric charge, and which
influence the solubility of the amino acids in water. In
addition to these 20 amino acids there are many less com-
mon ones. Some are residues modified after a protein has
been synthesized; others are amino acids present in living
organisms but not as constituents of proteins. The com-
mon amino acids of proteins have been assigned three-
letter abbreviations and one-letter symbols (Table 3-1),
which are used as shorthand to indicate the composition
and sequence of amino acids polymerized in proteins.

KEY CONVENTION: The three-letter code is transparent, the
abbreviations generally consisting of the first three letters
of the amino acid name. The one-letter code was devised
by Margaret Oakley Dayhoff, considered by many to be
the founder of the field of bioinformatics. The one-letter
code reflects an attempt to reduce the size of the data
files (in an era of punch-card computing) used to describe
amino acid sequences. It was designed to be easily memo-
rized, and understanding its origin can help students do
just that. For six amino acids (CHIMSV), the first letter
of the amino acid name is unique and thus is used as the
symbol. For five others (AGLPT), the first letter is not

&
e 8~
W

FIGURE 3-2 General structure of an
amino acid. This structure is common to
all but one of the a-amino acids. (Proline,
a cyclic amino acid, is the exception.) The
R group, or side chain (purple), attached
to the a carbon (gray) is different in each
amino acid.

— b

unique but is assigned to the
amino acid that is most com-
mon in proteins (for example,
leucine is more common than
lysine). For another four, the
letter used is phonetically
suggestive (RFYW: aRginine,
Fenyl-alanine, tYrosine, tWip-
tophan). The rest were harder
to assign. Four (DNEQ) were
assigned letters found within
or suggested by their names
(asparDic, asparagiNe, gluta-
mEke, Q-tamine). That left
lysine. Only a few letters were left in the alphabet, and K
was chosen because it was the closest to L. B

Margaret Oakley Dayhoff,
1925-1983

For all the common amino acids except glycine,
the a carbon is bonded to four different groups: a car-
boxyl group, an amino group, an R group, and a hydro-
gen atom (Fig. 3-2; in glycine, the R group is another
hydrogen atom). The a-carbon atom is thus a chiral
center (p. 17). Because of the tetrahedral arrange-
ment of the bonding orbitals around the a-carbon
atom, the four different groups can occupy two unique
spatial arrangements, and thus amino acids have two
possible stereoisomers. Since they are nonsuperposable
mirror images of each other (Fig. 3-3), the two forms

& &
©< " “3@
()

CHg
(a) L-Alanine D-Alanine
COO~ COO™
HyNe—C —H He C—NH
6H3 éHa
(b) L-Alanine p-Alanine
C‘OO’ ‘COO’
H31<I—(‘)—H H—‘C—ﬂn{3
CHg CH;
(c) L-Alanine p-Alanine

FIGURE 3-3 Stereoisomerism in a-amino acids. (a) The two stereoiso-
mers of alanine, L- and D-alanine, are nonsuperposable mirror images of
each other (enantiomers). (b, ¢) Two different conventions for showing
the configurations in space of stereoisomers. In perspective formulas
(b), the solid wedge-shaped bonds project out of the plane of the paper,
the dashed bonds behind it. In projection formulas (c), the horizontal
bonds are assumed to project out of the plane of the paper, the vertical
bonds behind. However, projection formulas are often used casually and
are not always intended to portray a specific stereochemical configuration.
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I NS Properties and Conventions Associated with the Common Amino Acids Found in Proteins

/Users/user-F408/Desktop

pk; values

Abbreviation/ pk; pk; pKz Hydropathy Occurrence in
Amino acid symbol M * (—CO0H) (—NH3) (R group) pl index' proteins (%)*
Nonpolar, aliphatic
R groups
Glycine Gly G 75 2.34 9.60 5.97 -0.4 7.2
Alanine Ala A 89 2.34 9.69 6.01 1.8 7.8
Proline Pro P 115 1.99 10.96 6.48 —1.6 52
Valine Val Vv 117 2.32 9.62 5.97 4.2 6.6
Leucine LeuL 131 2.36 9.60 5.98 3.8 9.1
Isoleucine Ile I 131 2.36 9.68 6.02 4.5 5.3
Methionine Met M 149 2.28 9.21 5.74 1.9 2.3
Aromatic
R groups
Phenylalanine Phe F 165 1.83 9.13 5.48 2.8 3.9
Tyrosine Tyr Y 181 2.20 9.11 10.07 5.66 —-1.3 3.2
Tryptophan Trp W 204 2.38 9.39 5.89 -0.9 1.4
Polar, uncharged
R groups
Serine Ser S 105 2.21 9.15 5.68 -0.8 6.8
Threonine Thr T 119 2.11 9.62 5.87 -0.7 5.9
Cysteine! Cys C 121 1.96 10.28 8.18 5.07 285 1.9
Asparagine Asn N 132 2.02 8.80 5.41 —3.5 4.3
Glutamine Gln Q 146 2.17 9.13 5.65 —3.5 4.2
Positively charged
R groups
Lysine Lys K 146 2.18 8.95 10.53 9.74 -3.9 5.9
Histidine His H 155 1.82 9.17 6.00 7.59 =82 2.3
Arginine Arg R 174 2.17 9.04 12.48 10.76 —4.5 5.1
Negatively charged
R groups
Aspartate AspD 133 1.88 9.60 3.65 2.177 —3.5 5.3
Glutamate Glu E 147 2.19 9.67 4.25 3.22 =35 6.3

*M, values reflect the structures as shown in Figure 3-5. The elements of water (M, 18) are deleted when the amino acid is incorporated into a polypeptide.

tA scale combining hydrophobicity and hydrophilicity of R groups. The values reflect the free energy (AG) of transfer of the amino acid side chain from a hydrophobic solvent to water. This
transfer is favorable (AG < 0; negative value in the index) for charged or polar amino acid side chains, and unfavorable (AG > 0; positive value in the index) for amino acids with nonpolar or
more hydrophobic side chains. See Chapter 11. From Kyte, J. & Doolittle, R.F. (1982) A simple method for displaying the hydropathic character of a protein. J. Mol. Biol. 157, 105-132.

*Average occurrence in more than 1,150 proteins. From Doolittle, R.F. (1989) Redundancies in protein sequences. In Prediction of Protein Structure and the Principles of Protein Conformation

(Fasman, G.D., ed.), pp. 599-623, Plenum Press, New York.

ﬂCgsteine is generally classified as polar despite having a positive hydropathy index. This reflects the ability of the sulfhydryl group to act as a weak acid and to form a weak hydrogen bond with

oxygen or nitrogen.

represent a class of stereoisomers called enantiomers
(see Fig. 1-20). All molecules with a chiral center are
also optically active—that is, they rotate plane-
polarized light (see Box 1-2).

KEY CONVENTION: Two conventions are used to identify
the carbons in an amino acid—a practice that can be

— b

confusing. The additional carbons in an R group are
commonly designated B, vy, 8, &, and so forth, proceed-
ing out from the a carbon. For most other organic mol-
ecules, carbon atoms are simply numbered from one
end, giving highest priority (C-1) to the carbon with
the substituent containing the atom of highest atomic
number. Within this latter convention, the carboxyl
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carbon of an amino acid would be C-1 and the « carbon
would be C-2.

[ I3 % 1 €
5

1 2 3 4 5 6
70007(‘)H70H27CH270H27(‘}H2

*NH; +NH;3

Lysine

In some cases, such as amino acids with heterocyclic
R groups (such as histidine), the Greek lettering system
is ambiguous and the numbering convention is there-
fore used. For branched amino acid side chains, equiva-
lent carbons are given numbers after the Greek letters.
Leucine thus has 61 and 62 carbons (see the structure
in Fig. 3-5). &

Special nomenclature has been developed to spec-
ify the absolute configuration of the four substitu-
ents of asymmetric carbon atoms. The absolute con-
figurations of simple sugars and amino acids are
specified by the b, L system (Fig. 3-4), based on the
absolute configuration of the three-carbon sugar glyc-
eraldehyde, a convention proposed by Emil Fischer in
1891. (Fischer knew what groups surrounded the
asymmetric carbon of glyceraldehyde but had to guess
at their absolute configuration; he guessed right, as
was later confirmed by x-ray diffraction analysis.) For
all chiral compounds, stereoisomers having a configu-
ration related to that of L-glyceraldehyde are desig-
nated L, and stereoisomers related to D-glyceraldehyde
are designated D. The functional groups of L-alanine
are matched with those of L-glyceraldehyde by aligning
those that can be interconverted by simple, one-step
chemical reactions. Thus the carboxyl group of L-ala-
nine occupies the same position about the chiral carbon
as does the aldehyde group of L-glyceraldehyde, because
an aldehyde is readily converted to a carboxyl group
via a one-step oxidation. Historically, the similar . and

1(=3HO CHO
HO=2C —H H—C —OH
3CH,0H CH,OH
L-Glyceraldehyde D-Glyceraldehyde
CO0~ COO~
H,Ne— C—H H~ C —NH,
CH, CH,
L-Alanine p-Alanine

FIGURE 3-4 Steric relationship of the stereoisomers of alanine to the
absolute configuration of L- and p-glyceraldehyde. In these perspective
formulas, the carbons are lined up vertically, with the chiral atom in
the center. The carbons in these molecules are numbered beginning
with the terminal aldehyde or carboxyl carbon (red), 1to 3 from top to
bottom as shown. When presented in this way, the R group of the
amino acid (in this case the methyl group of alanine) is always below
the a carbon. L-Amino acids are those with the a-amino group on the
left, and pb-amino acids have the a-amino group on the right.

— b

D designations were used for levorotatory (rotating
plane-polarized light to the left) and dextrorotatory
(rotating light to the right). However, not all L-amino
acids are levorotatory, and the convention shown in
Figure 3-4 was needed to avoid potential ambiguities
about absolute configuration. By Fischer’s convention,
L and D refer only to the absolute configuration of the
four substituents around the chiral carbon, not to opti-
cal properties of the molecule.

Another system of specifying configuration around
a chiral center is the RS system, which is used in the
systematic nomenclature of organic chemistry and
describes more precisely the configuration of molecules
with more than one chiral center (p. 18).

The Amino Acid Residues in Proteins Are L Stereoisomers

Nearly all biological compounds with a chiral center
occur naturally in only one stereoisomeric form, either
D or L. The amino acid residues in protein molecules are
exclusively L stereoisomers. D-Amino acid residues have
been found in only a few, generally small peptides,
including some peptides of bacterial cell walls and cer-
tain peptide antibiotics.

It is remarkable that virtually all amino acid resi-
dues in proteins are L stereoisomers. When chiral com-
pounds are formed by ordinary chemical reactions, the
result is a racemic mixture of D and L isomers, which are
difficult for a chemist to distinguish and separate. But to
a living system, D and L isomers are as different as the
right hand and the left. The formation of stable, repeat-
ing substructures in proteins (Chapter 4) generally
requires that their constituent amino acids be of one
stereochemical series. Cells are able to specifically syn-
thesize the L isomers of amino acids because the active
sites of enzymes are asymmetric, causing the reactions
they catalyze to be stereospecific.

Amino Acids Can Be Classified by R Group

Knowledge of the chemical properties of the common
amino acids is central to an understanding of biochemistry.
The topic can be simplified by grouping the amino acids
into five main classes based on the properties of their R
groups (Table 3-1), particularly their polarity, or ten-
dency to interact with water at biological pH (near pH 7.0).
The polarity of the R groups varies widely, from nonpolar
and hydrophobic (water-insoluble) to highly polar and
hydrophilic (water-soluble). A few amino acids are some-
what difficult to characterize or do not fit perfectly in any
one group, particularly glycine, histidine, and cysteine.
Their assignments to particular groupings are the results
of considered judgments rather than absolutes.

The structures of the 20 common amino acids are
shown in Figure 3-5, and some of their properties are
listed in Table 3—1. Within each class there are grada-
tions of polarity, size, and shape of the R groups.

Nonpolar, Aliphatic R Groups The R groups in this class of
amino acids are nonpolar and hydrophobic. The side
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Nonpolar, aliphatic R groups Aromatic R groups
COO~ COO~ COO™ COO~ COO~ COO~ COO~
+ v | _H + 4 + 4
H3N—(E —H H;N—C—H N /C\ H3;N— H:;,N*(f*H HSN—(E—H H3N—(E—H
H,N CH
H CHj ? * CH, CH, CH,
H,C CH, 4N I
CH; CH; C—=—CH
Glycine Alanine Proline Valine \NH
COO" CO0~ CO0" —
+ ‘ + ‘ + OH
HSN—(E—H H3N—?—H H;N—C—H
CH, H—C—CHj; éH2 Phenylalanine Tyrosine Tryptophan
I I I
i B
: : CH, Positively charged R groups
CHs COO~ COO~ COO~
Leucine Isoleucine Methionine + | + | L
H3N—(E—H H;,»N—(E—H H:;N*?*H
CH2 CHQ CH2
I I I
Polar, uncharged R groups CH, CH, C—NH
\
g00- 900" 000~ e S “ JoH
HSIYI—(E—H H,N—C—H Hsﬂr—(i:—ﬂ L t ¢—
I
CH, H—C—oH “NH, C=NH,
Serine Threonine Cysteine Lysine Arginine Histidine
(‘JOO - COO~ Negatively charged R groups
Hgﬁ—?—H H:N—C—H coo- 600"
CH, Hgﬂr—(f—H H,N—C—H
C CH. CH.
H N/ \O ! ) | )
2 COO™ (lle
Asparagine Glutamine Aspartate Glutamate

FIGURE 3-5 The 20 common amino acids of proteins. The structural
formulas show the state of ionization that would predominate at pH 7.0.
The unshaded portions are those common to all the amino acids; the
shaded portions are the R groups. Although the R group of histidine is

chains of alanine, valine, leucine, and isoleucine
tend to cluster together within proteins, stabilizing pro-
tein structure by means of hydrophobic interactions.
Glycine has the simplest structure. Although it is most
easily grouped with the nonpolar amino acids, its very
small side chain makes no real contribution to hydropho-
bic interactions. Methionine, one of the two sulfur-
containing amino acids, has a slightly nonpolar thioether
group in its side chain. Proline has an aliphatic side
chain with a distinctive cyclic structure. The secondary
amino (imino) group of proline residues is held in a rigid
conformation that reduces the structural flexibility of
polypeptide regions containing proline.

— b

shown uncharged, its pK, (see Table 3-1) is such that a small but signifi-
cant fraction of these groups are positively charged at pH 7.0. The pro-
tonated form of histidine is shown above the graph in Figure 3-12b.

Aromatic R Groups Phenylalanine, tyrosine, and tryp-
tophan, with their aromatic side chains, are relatively
nonpolar (hydrophobic). All can participate in hydro-
phobic interactions. The hydroxyl group of tyrosine can
form hydrogen bonds, and it is an important functional
group in some enzymes. Tyrosine and tryptophan are
significantly more polar than phenylalanine, because of
the tyrosine hydroxyl group and the nitrogen of the
tryptophan indole ring.

Tryptophan and tyrosine, and to a much lesser extent
phenylalanine, absorb ultraviolet light (Fig. 3-6; see also
Box 3-1). This accounts for the characteristic strong
absorbance of light by most proteins at a wavelength of
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280 nm, a property exploited by researchers in the char-
acterization of proteins.

Polar, Uncharged R Groups The R groups of these amino
acids are more soluble in water, or more hydrophilic,
than those of the nonpolar amino acids, because they
contain functional groups that form hydrogen bonds

FIGURE 3-6 Absorption of ultraviolet light by aromatic amino acids.
Comparison of the light absorption spectra of the aromatic amino acids
tryptophan, tyrosine, and phenylalanine at pH 6.0. The amino acids are
present in equimolar amounts (10> M) under identical conditions. The
measured absorbance of tryptophan is more than four times that of
tyrosine at a wavelength of 280 nm. Note that the maximum light
absorption for both tryptophan and tyrosine occurs near 280 nm. Light
absorption by phenylalanine generally contributes little to the spectro-

scopic properties of proteins.
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BOX3-1 RUILIDER Absorption of Light by Molecules: The Lambert-Beer Law

A wide range of biomolecules absorb light at character-
istic wavelengths, just as tryptophan absorbs light at
280 nm (see Fig. 3-6). Measurement of light absorption
by a spectrophotometer is used to detect and identify
molecules and to measure their concentration in solu-
tion. The fraction of the incident light absorbed by a
solution at a given wavelength is related to the thick-
ness of the absorbing layer (path length) and the con-
centration of the absorbing species (Fig. 1). These two
relationships are combined into the Lambert-Beer law,

I
log 70 = gcl

where I is the intensity of the incident light, / is the
intensity of the transmitted light, the ratio /I, (the
inverse of the ratio in the equation) is the transmit-
tance, e is the molar extinction coefficient (in units of
liters per mole-centimeter), ¢ is the concentration of
the absorbing species (in moles per liter), and [ is the

Sample cuvette
with ¢ moles/ liter
of absorbing
species

Intensity of Intensity of
incident transmitted
Ilght A light
= . | |r I
L ) |
b |
g ) e
Lamp Monochromator |

path length of the light-absorbing sample (in centi-
meters). The Lambert-Beer law assumes that the
incident light is parallel and monochromatic (of a
single wavelength) and that the solvent and solute
molecules are randomly oriented. The expression log
(Iy/1) is called the absorbance, designated A.

It is important to note that each successive milli-
meter of path length of absorbing solution in a 1.0 cm
cell absorbs not a constant amount but a constant
fraction of the light that is incident upon it. However,
with an absorbing layer of fixed path length, the
absorbance, A, is directly proportional to the con-
centration of the absorbing solute.

The molar extinction coefficient varies with the
nature of the absorbing compound, the solvent, and
the wavelength, and also with pH if the light-absorbing
species is in equilibrium with an ionization state that
has different absorbance properties.

FIGURE 1 The principal components of a
spectrophotometer. A light source emits light
along a broad spectrum, then the monochro-
mator selects and transmits light of a par-
ticular wavelength. The monochromatic light
passes through the sample in a cuvette of
Detector path length I. The absorbance of the sample,
log (In/D), is proportional to the concentration

of the absorbing species. The transmitted light

is measured by a detector.
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COO~ COO~
+ + |
H;N—CH H;N—CH
Cysteine ‘ \
CH2 CHZ
| 2H* + 2¢~ |
SH
| Cystine
SH S
‘ 2H" + 2~ {
) CH, CH,
Cysteine | N | N
(‘)H —NHj; (‘]H —NHj;
COO~ COO~

FIGURE 3-7 Reversible formation of a disulfide bond by the oxidation
of two molecules of cysteine. Disulfide bonds between Cys residues
stabilize the structures of many proteins.

with water. This class of amino acids includes serine,
threonine, cysteine, asparagine, and glutamine.
The polarity of serine and threonine is contributed by
their hydroxyl groups, and that of asparagine and
glutamine by their amide groups. Cysteine is an out-
lier here because its polarity, contributed by its sulf-
hydryl group, is quite modest. Cysteine is a weak acid
and can make weak hydrogen bonds with oxygen or
nitrogen.

Asparagine and glutamine are the amides of two
other amino acids also found in proteins—aspartate
and glutamate, respectively—to which asparagine and
glutamine are easily hydrolyzed by acid or base. Cys-
teine is readily oxidized to form a covalently linked
dimeric amino acid called cystine, in which two cys-
teine molecules or residues are joined by a disulfide
bond (Fig. 3-7). The disulfide-linked residues are
strongly hydrophobic (nonpolar). Disulfide bonds
play a special role in the structures of many proteins
by forming covalent links between parts of a polypep-
tide molecule or between two different polypeptide
chains.

Positively Charged (Basic) R Groups The most hydrophilic
R groups are those that are either positively or nega-
tively charged. The amino acids in which the R groups
have significant positive charge at pH 7.0 are lysine,
which has a second primary amino group at the & posi-
tion on its aliphatic chain; arginine, which has a posi-
tively charged guanidinium group; and histidine, which
has an aromatic imidazole group. As the only common
amino acid having an ionizable side chain with pK, near
neutrality, histidine may be positively charged (proton-
ated form) or uncharged at pH 7.0. His residues facili-
tate many enzyme-catalyzed reactions by serving as
proton donors/acceptors.

Negatively Charged (Acidic) R Groups The two amino acids
having R groups with a net negative charge at pH 7.0 are
aspartate and glutamate, each of which has a second
carboxyl group.

— b

3.1 Amino Acids 81

Uncommon Amino Acids Also Have
Important Functions

In addition to the 20 common amino acids, proteins may
contain residues created by modification of common
residues already incorporated into a polypeptide
(Fig. 3-8a). Among these uncommon amino acids are
4-hydroxyproline, a derivative of proline, and
5-hydroxylysine, derived from lysine. The former is
found in plant cell wall proteins, and both are found in
collagen, a fibrous protein of connective tissues.
6-N-Methyllysine is a constituent of myosin, a contrac-
tile protein of muscle. Another important uncommon
amino acid is y-carboxyglutamate, found in the blood-
clotting protein prothrombin and in certain other pro-
teins that bind Ca®* as part of their biological function.
More complex is desmosine, a derivative of four Lys
residues, which is found in the fibrous protein elastin.

Selenocysteine is a special case. This rare amino
acid residue is introduced during protein synthesis
rather than created through a postsynthetic modifica-
tion. It contains selenium rather than the sulfur of cys-
teine. Actually derived from serine, selenocysteine is a
constituent of just a few known proteins.

Some amino acid residues in a protein may be
modified transiently to alter the protein’s function. The
addition of phosphoryl, methyl, acetyl, adenylyl, ADP-
ribosyl, or other groups to particular amino acid residues
can increase or decrease a protein’s activity (Fig. 3-8b).
Phosphorylation is a particularly common regulatory
modification. Covalent modification as a protein regula-
tory strategy is discussed in more detail in Chapter 6.

Some 300 additional amino acids have been found
in cells. They have a variety of functions but are not all
constituents of proteins. Ornithine and citrulline
(Fig. 3-8c) deserve special note because they are key
intermediates (metabolites) in the biosynthesis of argi-
nine (Chapter 22) and in the urea cycle (Chapter 18).

Amino Acids Can Act as Acids and Bases

The amino and carboxyl groups of amino acids, along
with the ionizable R groups of some amino acids, func-
tion as weak acids and bases. When an amino acid lack-
ing an ionizable R group is dissolved in water at neutral
pH, it exists in solution as the dipolar ion, or zwitterion
(German for “hybrid ion”), which can act as either an
acid or a base (Fig. 3-9). Substances having this dual
(acid-base) nature are amphoteric and are often called
ampholytes (from “amphoteric electrolytes”). A sim-
ple monoamino monocarboxylic e-amino acid, such as
alanine, is a diprotic acid when fully protonated; it has
two groups, the —COOH group and the —NH?Z group,
that can yield protons:

H H H

| U U
R—0—C00H 2, R—(—C00" AN R—(—C00-
Net  TNH, *NH, NH,
charge: +1 0 -1
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OH (H)
U 70*P\’*OfCH2f(‘3HfCOOf
ﬁ COO™ -0 *NH,
H2 Phosphoserine
4-Hydroxyproline (H) (‘JH?,
. "O—P—0O—CH—CH—COO
H,N—CH,—CH—CH,—CH,—CH—C00" 4 *1\‘1}13

OH *NH, Phosphothreonine
5-Hydroxylysine

(0]
CH3—NH—CH,;—CH,;—CH,—CH,—CH—COO™ OPO@CHZCHCOO
*NH;4 0O “NH;
6-N-Methyllysine Phosphotyrosine
Hzl\l\
C‘JOO’ ‘I;)/C*NH*CHg*CHzfCHZ*(‘:H*C007
“00C—CH—CH,—CH—CO0" HITT *NH,
+IiTH3 CH;

-N-Methylarginine
y-Carboxyglutamate 7 viare

HN—-CH;—CHy;—CHy;—CHy;—CH—COO™

¥ = \ |
CH \
| CH,
H 1(1 (CHy)s IJ(IHg 6-N-Acetyllysine
3
N 7
/CH—(CHz)z “N\—(CH,),—CH o
“00C | A COO I

ITI H3C—O—C—CH2—CH2—C‘JH—C007

(CHy)4 “NH,

(llH Glutamate y-methyl ester

/N
H:N"  CO0
Desmosine NH,
7 N
HSe—CH,—CH—CO0" q H .
L N~ N O HQC*O*I"*O CHQ—(‘}H—COO
NH
@ Selenocystein 0o 0 "NH;
a elenocysteine H H
FIGURE 3-8 Uncommon amino acids. (a) Some uncommon amino OH OH
acids found in proteins. All are derived from common amino acids. (b) Adenylyltyrosine
Extra functional groups added by modification reactions are shown
in red. Desmosine is formed from four Lys residues (the carbon
backbones are shaded in light red). Note the use of either numbers Hgl{IfCHszHszHszHf0007
or Greek letters in the names of these structures to identify the N |
altered carbon atoms. (b) Reversible amino acid modifications o NH;
Ornithine

involved in regulation of protein activity. Phosphorylation is the most

con_ﬂmon type of regu'latory n'_]odlﬁcat-lon. () (_)rmth.\ne and _atru\l\ne, H,N—C—N—CH,—CH,—CH,—CH—CO0"
which are not found in proteins, are intermediates in the biosynthe- ||

sis of arginine and in the urea cycle. O H "NH;

(c) Citrulline
Amino Acids Have Characteristic Titration Curves
Acid-base titration involves the gradual addition or amino group, are titrated with a strong base such as
removal of protons (Chapter 2). Figure 3-10 shows the NaOH. The plot has two distinct stages, corresponding
titration curve of the diprotic form of glycine. The two to deprotonation of two different groups on glycine.
ionizable groups of glycine, the carboxyl group and the Each of the two stages resembles in shape the titration
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i
R—(‘Z—COOH R—C—CO0 -
NH, "NH,

Nonionic form Zwitterionic form

T i
R*(‘)*COO* — R*(\?*COO* +H*
*NH, NH,
Zwitterion
as acid

T i
R*(\]*COO* +H" — R*C‘*COOH
*NH, *NH,
Zwitterion
as base

FIGURE 3-9 Nonionic and zwitterionic forms of amino acids. The non-
ionic form does not occur in significant amounts in aqueous solutions.
The zwitterion predominates at neutral pH. A zwitterion can act as
either an acid (proton donor) or a base (proton acceptor).

curve of a monoprotic acid, such as acetic acid (see
Fig. 2-17), and can be analyzed in the same way. At very
low pH, the predominant ionic species of glycine is the
fully protonated form, *HsN—CH,—COOH. In the first
stage of the titration, the —COOH group of glycine loses
its proton. At the midpoint of this stage, equimolar con-
centrations of the proton-donor (" HsN—CH,—COOH)
and proton-acceptor ("H;N—CH,—COO ™) species
are present. As in the titration of any weak acid, a point
of inflection is reached at this midpoint where the pH is
equal to the pK, of the protonated group being titrated
(see Fig. 2-18). For glycine, the pH at the midpoint is
2.34, thus its —COOH group has a pK, (labeled pK; in
Fig. 3-10) of 2.34. (Recall from Chapter 2 that pH and
pK, are simply convenient notations for proton concen-
tration and the equilibrium constant for ionization,
respectively. The pK, is a measure of the tendency of a
group to give up a proton, with that tendency decreas-
ing tenfold as the pK, increases by one unit.) As the
titration of glycine proceeds, another important point is
reached at pH 5.97. Here there is another point of
inflection, at which removal of the first proton is essen-
tially complete and removal of the second has just
begun. At this pH glycine is present largely as the dipo-
lar ion (zwitterion) *H3N—CH,—COO~. We shall
return to the significance of this inflection point in the
titration curve (labeled pI in Fig. 3-10) shortly.

The second stage of the titration corresponds to the
removal of a proton from the —NH3 group of glycine.
The pH at the midpoint of this stage is 9.60, equal to the
pK, (labeled pK, in Fig. 3-10) for the —NH3 group.
The titration is essentially complete at a pH of about 12,
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+ +
NH; NH; NH,
‘ PK1 ‘ pKz ‘
ST U
COOH COO~ COO~
13
~ Glycine

pH kol = 5.97

[T o e e e e e e

0 0.5 1 1.
OH™ (equivalents)

FIGURE 3-10 Titration of an amino acid. Shown here is the titration
curve of 0.1 M glycine at 25°C. The ionic species predominating at key
points in the titration are shown above the graph. The shaded boxes, cen-
tered at about pK; = 2.34 and pK, = 9.60, indicate the regions of great-
est buffering power. Note that 1 equivalent of OH™ = 0.1 M NaOH added.

at which point the predominant form of glycine is
HoN—CH,—COO™.

From the titration curve of glycine we can derive
several important pieces of information. First, it gives a
quantitative measure of the pK, of each of the two ion-
izing groups: 2.34 for the —COOH group and 9.60 for
the —NHZ group. Note that the carboxyl group of
glycine is over 100 times more acidic (more easily ion-
ized) than the carboxyl group of acetic acid, which, as
we saw in Chapter 2, has a pK, of 4.76—about average
for a carboxyl group attached to an otherwise unsubsti-
tuted aliphatic hydrocarbon. The perturbed pK, of gly-
cine is caused by repulsion between the departing pro-
ton and the nearby positively charged amino group on
the a-carbon atom, as described in Figure 3-11. The
opposite charges on the resulting zwitterion are stabiliz-
ing. Similarly, the pK, of the amino group in glycine is
perturbed downward relative to the average pK, of an
amino group. This effect is due partly to the electro-
negative oxygen atoms in the carboxyl groups, which
tend to pull electrons toward them, increasing the ten-
dency of the amino group to give up a proton. Hence,
the a-amino group has a pK, that is lower than that of
an aliphatic amine such as methylamine (Fig. 3-11). In
short, the pK, of any functional group is greatly affected
by its chemical environment, a phenomenon sometimes
exploited in the active sites of enzymes to promote
exquisitely adapted reaction mechanisms that depend
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pK, 2 4

Methyl-substituted

H* H*

carboxyl and +
amino groups CH;—COOH % CH,—COO~ CH;—NH,4 % CH;—NH,
H* H*
Acetic acid Methylamine

The normal pK, for a
carboxyl group is about 4.8.

+

Carboxyl and NH, H+
amino groups ‘
in glycine H—C—COOH _4
\ ;H+

«a-Amino acid (glycine)
pK, =234

Oppositely charged
groups lower the pK, by
stabilizing the zwitterion.

The normal pKj for an
amino group is about 10.6.

.
NH H* NH
e / N
H—C—COO~ H—C—COO~
| \ |
H H*
a-Amino acid (glycine)
pK, = 9.60

Electronegative oxygen atoms
in the carboxyl group pull electrons
away from the amino group,
lowering its pKj.

FIGURE 3-11 Effect of the chemical environment on pK,. The pK, values
for the ionizable groups in glycine are lower than those for simple, methyl-
substituted amino and carboxyl groups. These downward perturbations of

on the perturbed pK, values of proton donor/acceptor
groups of specific residues.

The second piece of information provided by the
titration curve of glycine is that this amino acid has
two regions of buffering power. One of these is the
relatively flat portion of the curve, extending for
approximately 1 pH unit on either side of the first
pK, of 2.34, indicating that glycine is a good buffer
near this pH. The other buffering zone is centered
around pH 9.60. (Note that glycine is not a good buf-
fer at the pH of intracellular fluid or blood, about
7.4.) Within the buffering ranges of glycine, the
Henderson-Hasselbalch equation (p. 64) can be used
to calculate the proportions of proton-donor and
proton-acceptor species of glycine required to make
a buffer at a given pH.

Titration Curves Predict the Electric Charge
of Amino Acids

Another important piece of information derived from
the titration curve of an amino acid is the relationship
between its net charge and the pH of the solution. At pH
5.97, the point of inflection between the two stages in
its titration curve, glycine is present predominantly as
its dipolar form, fully ionized but with no net electric
charge (Fig. 3-10). The characteristic pH at which the
net electric charge is zero is called the isoelectric
point or isoelectric pH, designated pl. For glycine,
which has no ionizable group in its side chain, the iso-

— b

pK, are due to intramolecular interactions. Similar effects can be caused
by chemical groups that happen to be positioned nearby—for example, in
the active site of an enzyme.

electric point is simply the arithmetic mean of the two
pK, values:

1 1
pl = 5(p}(l + pK,) = 5(2 34+ 9.60) =5.97

As is evident in Figure 3-10, glycine has a net negative
charge at any pH above its pI and will thus move toward
the positive electrode (the anode) when placed in an
electric field. At any pH below its pl, glycine has a net
positive charge and will move toward the negative elec-
trode (the cathode). The farther the pH of a glycine
solution is from its isoelectric point, the greater the net
electric charge of the population of glycine molecules.
At pH 1.0, for example, glycine exists almost entirely as
the form "HsN—CH,—COOH with a net positive charge
of 1.0. At pH 2.34, where there is an equal mixture of
JrH3I\I_CI"12_CC)OH and +H3N_CH2_0007, the
average or net positive charge is 0.5. The sign and the
magnitude of the net charge of any amino acid at any pH
can be predicted in the same way.

Amino Acids Differ in Their Acid-Base Properties

The shared properties of many amino acids permit some
simplifying generalizations about their acid-base behav-
iors. First, all amino acids with a single a-amino group,
a single a-carboxyl group, and an R group that does not
ionize have titration curves resembling that of glycine
(Fig. 3-10). These amino acids have very similar,
although not identical, pK, values: pK, of the —COOH
group in the range of 1.8 to 2.4, and pK, of the —NH?
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FIGURE 3-12 Titration curves for (a) glutamate and (b) histidine. The pK; of the R group is designated here as pKx.

group in the range of 8.8 to 11.0 (Table 3—-1). The differ-
ences in these pK, values reflect the chemical environ-
ments imposed by their R groups. Second, amino acids
with an ionizable R group have more complex titration
curves, with three stages corresponding to the three
possible ionization steps; thus they have three pK, val-
ues. The additional stage for the titration of the ioniz-
able R group merges to some extent with that for the
titration of the a-carboxyl group, the titration of the
a-amino group, or both. The titration curves for two
amino acids of this type, glutamate and histidine, are
shown in Figure 3-12. The isoelectric points reflect
the nature of the ionizing R groups present. For exam-
ple, glutamate has a pl of 3.22, considerably lower than
that of glycine. This is due to the presence of two car-
boxyl groups, which, at the average of their pK, values
(3.22), contribute a net charge of —1 that balances the
+1 contributed by the amino group. Similarly, the pI of
histidine, with two groups that are positively charged
when protonated, is 7.59 (the average of the pK, values
of the amino and imidazole groups), much higher than
that of glycine.

Finally, as pointed out earlier, under the general
condition of free and open exposure to the aqueous
environment, only histidine has an R group (pK, = 6.0)
providing significant buffering power near the neutral
pH usually found in the intracellular and extracellular
fluids of most animals and bacteria (Table 3-1).

SUMMARY 3.1 Amino Acids

» The 20 amino acids commonly found as residues in
proteins contain an a-carboxyl group, an a-amino
group, and a distinctive R group substituted on the
a-carbon atom. The a-carbon atom of all amino

— b

acids except glycine is asymmetric, and thus
amino acids can exist in at least two
stereoisomeric forms. Only the L stereoisomers,
with a configuration related to the absolute
configuration of the reference molecule
L-glyceraldehyde, are found in proteins.

»  Other, less common amino acids also occur, either
as constituents of proteins (through modification
of common amino acid residues after protein
synthesis) or as free metabolites.

» Amino acids can be classified into five types on the
basis of the polarity and charge (at pH 7) of their
R groups.

» Amino acids vary in their acid-base properties and
have characteristic titration curves. Monoamino
monocarboxylic amino acids (with nonionizable R
groups) are diprotic acids ( "H;NCH(R)COOH) at
low pH and exist in several different ionic forms as
the pH is increased. Amino acids with ionizable R
groups have additional ionic species, depending on
the pH of the medium and the pK, of the R group.

3.2 Peptides and Proteins

We now turn to polymers of amino acids, the peptides
and proteins. Biologically occurring polypeptides range in
size from small to very large, consisting of two or three to
thousands of linked amino acid residues. Our focus is on
the fundamental chemical properties of these polymers.

Peptides Are Chains of Amino Acids

Two amino acid molecules can be covalently joined
through a substituted amide linkage, termed a peptide
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il o
H,N—CH—C—OH + H—N—CH—COO"

|

o

H,0 %% H,0
R! H R?

\ [
Hsﬁ—CHa(”:—N»CH—coo-

FIGURE 3-13 Formation of a peptide bond by condensation. The a-amino
group of one amino acid (with R? group) acts as a nucleophile to displace
the hydroxyl group of another amino acid (with R' group), forming a pep-
tide bond (shaded in light red). Amino groups are good nucleophiles, but
the hydroxyl group is a poor leaving group and is not readily displaced.
At physiological pH, the reaction shown here does not occur to any
appreciable extent.

bond, to yield a dipeptide. Such a linkage is formed by
removal of the elements of water (dehydration) from
the a-carboxyl group of one amino acid and the @-amino
group of another (Fig. 3-13). Peptide bond formation
is an example of a condensation reaction, a common
class of reactions in living cells. Under standard bio-
chemical conditions, the equilibrium for the reaction
shown in Figure 3-13 favors the amino acids over the
dipeptide. To make the reaction thermodynamically
more favorable, the carboxyl group must be chemically
modified or activated so that the hydroxyl group can be
more readily eliminated. A chemical approach to this
problem is outlined later in this chapter. The biological
approach to peptide bond formation is a major topic of
Chapter 27.

Three amino acids can be joined by two peptide
bonds to form a tripeptide; similarly, four amino acids
can be linked to form a tetrapeptide, five to form a
pentapeptide, and so forth. When a few amino acids
are joined in this fashion, the structure is called an
oligopeptide. When many amino acids are joined,
the product is called a polypeptide. Proteins may
have thousands of amino acid residues. Although the
terms “protein” and “polypeptide” are sometimes
used interchangeably, molecules referred to as poly-
peptides generally have molecular weights below
10,000, and those called proteins have higher molecu-
lar weights.

Figure 3-14 shows the structure of a pentapep-
tide. As already noted, an amino acid unit in a peptide
is often called a residue (the part left over after losing
the elements of water—a hydrogen atom from its
amino group and the hydroxyl moiety from its carboxyl
group). In a peptide, the amino acid residue at the
end with a free @-amino group is the amino-terminal
(or N-terminal) residue; the residue at the other
end, which has a free carboxyl group, is the carboxyl-
terminal (C-terminal) residue.

— b

OH
CH; CH
cfi
CH,OH H H H CH, H CH; H (‘ZHZ
H;ﬁ—éac—lllwéac—l#»éac— o oo
o L8 A A
Amino- Carboxyl-

terminal end terminal end

FIGURE 3-14 The pentapeptide serylglycyltyrosylalanylleucine, Ser-Gly-
Tyr-Ala-Leu, or SGYAL. Peptides are named beginning with the amino-
terminal residue, which by convention is placed at the left. The peptide
bonds are shaded in light red; the R groups are in red.

KEY CONVENTION: When an amino acid sequence of a
peptide, polypeptide, or protein is displayed, the amino-
terminal end is placed on the left, the carboxyl-terminal
end on the right. The sequence is read left to right,
beginning with the amino-terminal end. H

Although hydrolysis of a peptide bond is an exergonic
reaction, it occurs only slowly because it has a high activa-
tion energy (p. 27). As a result, the peptide bonds in
proteins are quite stable, with an average half-life (¢,) of
about 7 years under most intracellular conditions.

Peptides Can Be Distinguished by Their
lonization Behavior

Peptides contain only one free a-amino group and one
free a-carboxyl group, at opposite ends of the chain
(Fig. 3-15). These groups ionize as they do in free
amino acids, although the ionization constants are differ-
ent because an oppositely charged group is no longer

Ala CH*CH:;

Glu (‘leCHgf CH,—COO
0=C

Lys (‘JH—CHZ—CHZ—CHz—CHz—ﬂIm
COO"

FIGURE 3-15 Alanylglutamylglycyllysine. This tetrapeptide has one free
«a-amino group, one free a-carboxyl group, and two ionizable R groups.
The groups ionized at pH 7.0 are in red.
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linked to the a carbon. The a-amino and a-carboxyl
groups of all nonterminal amino acids are covalently
joined in the peptide bonds, which do not ionize and thus
do not contribute to the total acid-base behavior of pep-
tides. However, the R groups of some amino acids can
ionize (Table 3-1), and in a peptide these contribute to
the overall acid-base properties of the molecule (Fig.
3-15). Thus the acid-base behavior of a peptide can be
predicted from its free a-amino and a-carboxyl groups
combined with the nature and number of its ionizable R
groups.

Like free amino acids, peptides have characteristic
titration curves and a characteristic isoelectric pH (pl)
at which they do not move in an electric field. These
properties are exploited in some of the techniques used
to separate peptides and proteins, as we shall see later
in the chapter. It should be emphasized that the pK,
value for an ionizable R group can change somewhat
when an amino acid becomes a residue in a peptide. The
loss of charge in the a-carboxyl and a-amino groups,
the interactions with other peptide R groups, and other
environmental factors can affect the pK,. The pK, values
for R groups listed in Table 3—1 can be a useful guide to
the pH range in which a given group will ionize, but they
cannot be strictly applied to peptides.

Biologically Active Peptides and Polypeptides Occur
in a Vast Range of Sizes and Compositions

No generalizations can be made about the molecular
weights of biologically active peptides and proteins in
relation to their functions. Naturally occurring peptides
range in length from two to many thousands of amino
acid residues. Even the smallest peptides can have
biologically important effects. Consider the commer-
cially synthesized dipeptide L-aspartyl-L-phenylalanine

1I':JNEEYA Molecular Data on Some Proteins
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methyl ester, the artificial sweetener better known as
aspartame or NutraSweet.

(‘300*

g

H;N—CH—C—N—CH—C—OCH;
H

L-Aspartyl-L-phenylalanine methyl ester
(aspartame)

Many small peptides exert their effects at very low
concentrations. For example, a number of vertebrate
hormones (Chapter 23) are small peptides. These
include oxytocin (nine amino acid residues), which is
secreted by the posterior pituitary gland and stimulates
uterine contractions, and thyrotropin-releasing factor
(three residues), which is formed in the hypothalamus
and stimulates the release of another hormone, thyro-
tropin, from the anterior pituitary gland. Some extremely
toxic mushroom poisons, such as amanitin, are also
small peptides, as are many antibiotics.

How long are the polypeptide chains in proteins? As
Table 3-2 shows, lengths vary considerably. Human
cytochrome ¢ has 104 amino acid residues linked in a
single chain; bovine chymotrypsinogen has 245 residues.
At the extreme is titin, a constituent of vertebrate mus-
cle, which has nearly 27,000 amino acid residues and a
molecular weight of about 3,000,000. The vast majority
of naturally occurring proteins are much smaller than
this, containing fewer than 2,000 amino acid residues.

Some proteins consist of a single polypeptide chain,
but others, called multisubunit proteins, have two or
more polypeptides associated noncovalently (Table 3-2).
The individual polypeptide chains in a multisubunit

Molecular Number of Number of
weight residues polypeptide chains
Cytochrome ¢ (human) 12,400 104 1
Ribonuclease A (bovine pancreas) 13,700 124 1
Lysozyme (chicken egg white) 14,300 129 1
Myoglobin (equine heart) 16,700 153 1
Chymotrypsin (bovine pancreas) 25,200 241 3
Chymotrypsinogen (bovine) 25,700 245 1
Hemoglobin (human) 64,500 574 4
Serum albumin (human) 66,000 609 1
Hexokinase (yeast) 107,900 972 2,
RNA polymerase (E. coli) 450,000 4,158 5
Apolipoprotein B (human) 513,000 4,536 1
Glutamine synthetase (£. colz) 619,000 5,628 12
Titin (human) 2,993,000 26,926 1
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protein may be identical or different. If at least two are
identical the protein is said to be oligomeric, and the
identical units (consisting of one or more polypeptide
chains) are referred to as protomers. Hemoglobin, for
example, has four polypeptide subunits: two identical «
chains and two identical 8 chains, all four held together
by noncovalent interactions. Each a subunit is paired in
an identical way with a 8 subunit within the structure of
this multisubunit protein, so that hemoglobin can be
considered either a tetramer of four polypeptide sub-
units or a dimer of a3 protomers.

A few proteins contain two or more polypeptide
chains linked covalently. For example, the two polypep-
tide chains of insulin are linked by disulfide bonds. In such
cases, the individual polypeptides are not considered sub-
units but are commonly referred to simply as chains.

The amino acid composition of proteins is also
highly variable. The 20 common amino acids almost
never occur in equal amounts in a protein. Some amino
acids may occur only once or not at all in a given type of
protein; others may occur in large numbers. Table 3-3
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shows the amino acid composition of bovine cyto-
chrome ¢ and chymotrypsinogen, the inactive precursor
of the digestive enzyme chymotrypsin. These two pro-
teins, with very different functions, also differ signifi-
cantly in the relative numbers of each kind of amino
acid residue.

We can calculate the approximate number of amino
acid residues in a simple protein containing no other
chemical constituents by dividing its molecular weight
by 110. Although the average molecular weight of the
20 common amino acids is about 138, the smaller
amino acids predominate in most proteins. If we take
into account the proportions in which the various amino
acids occur in an average protein (Table 3-1; the aver-
ages are determined by surveying the amino acid
compositions of more than 1,000 different proteins), the
average molecular weight of protein amino acids is
nearer to 128. Because a molecule of water (M, 18) is
removed to create each peptide bond, the average
molecular weight of an amino acid residue in a protein
is about 128 — 18 = 110.

[/\CIREEER Amino Acid Composition of Two Proteins

Bovine cytochrome ¢

Bovine chymotrypsinogen

Amino Number of residues Percentage Number of residues Percentage
acid per molecule of total* per molecule of total*
Ala 6 6 22 9
Arg 2 2 4 1.6
Asn 5 5 14 5.7
Asp 3 3 9 3.7
Cys 2 2 10 4
GIn 3 3 10 4
Glu 9 9 5 2
Gly 14 13 23 9.4
His 3 3 2 0.8
Ile 6 6 10 4
Leu 6 6 19 7.8
Lys 18 17 14 5.7
Met 2 2 2 0.8
Phe 4 4 6 2.4
Pro 4 4 9 3.7
Ser 1 1 28 11.4
Thr 8 8 23 9.4
Trp 1 1 8 3.3
Tyr 4 4 4 1.6
Val 3 3 23 9.4
Total 104 102 245 99.7

Note: In some common analyses, such as acid hydrolysis, Asp and Asn are not readily distinguished from each other and are together designated Asx
(or B). Similarly, when Glu and GIn cannot be distinguished, they are together designated Glx (or Z). In addition, Trp is destroyed by acid hydrolysis.
Additional procedures must be employed to obtain an accurate assessment of complete amino acid content.

*Percentages do not total to 100%, due to rounding.
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Class Prosthetic group Example
Lipoproteins Lipids Bi-Lipoprotein of blood
Glycoproteins Carbohydrates Immunoglobulin G
Phosphoproteins Phosphate groups Casein of milk
Hemoproteins Heme (iron porphyrin) Hemoglobin
Flavoproteins Flavin nucleotides Succinate dehydrogenase
Metalloproteins Iron Ferritin
Zinc Alcohol dehydrogenase
Calcium Calmodulin
Molybdenum Dinitrogenase
Copper Plastocyanin

Some Proteins Contain Chemical Groups
Other Than Amino Acids

Many proteins, for example the enzymes ribonuclease A
and chymotrypsin, contain only amino acid residues and
no other chemical constituents; these are considered
simple proteins. However, some proteins contain per-
manently associated chemical components in addition
to amino acids; these are called conjugated proteins.
The non—amino acid part of a conjugated protein is usu-
ally called its prosthetic group. Conjugated proteins
are classified on the basis of the chemical nature of their
prosthetic groups (Table 3-4); for example, lipopro-
teins contain lipids, glycoproteins contain sugar
groups, and metalloproteins contain a specific metal.
Some proteins contain more than one prosthetic group.
Usually the prosthetic group plays an important role in
the protein’s biological function.

SUMMARY 3.2 Peptides and Proteins

» Amino acids can be joined covalently through
peptide bonds to form peptides and proteins. Cells
generally contain thousands of different proteins,
each with a different biological activity.

» Proteins can be very long polypeptide chains of
100 to several thousand amino acid residues.
However, some naturally occurring peptides have
only a few amino acid residues. Some proteins are
composed of several noncovalently associated
polypeptide chains, called subunits.

» Simple proteins yield only amino acids on
hydrolysis; conjugated proteins contain in addition
some other component, such as a metal or organic
prosthetic group.

3.3 Working with Proteins

Biochemists’ understanding of protein structure and
function has been derived from the study of many indi-
vidual proteins. To study a protein in detail, the

— b

researcher must be able to separate it from other pro-
teins in pure form and must have the techniques to
determine its properties. The necessary methods come
from protein chemistry, a discipline as old as biochem-
istry itself and one that retains a central position in
biochemical research.

Proteins Can Be Separated and Purified

A pure preparation is essential before a protein’s proper-
ties and activities can be determined. Given that cells
contain thousands of different kinds of proteins, how can
one protein be purified? Classical methods for separat-
ing proteins take advantage of properties that vary from
one protein to the next, including size, charge, and bind-
ing properties. These have been supplemented in recent
decades by methods involving DNA cloning and genome
sequencing that can simplify the process of protein puri-
fication. The newer methods, presented in Chapter 9,
often artificially modify the protein being purified, add-
ing a few or many amino acid residues to one or both
ends. Convenience thus comes at the price of potentially
altering the activity of the purified protein. The purifica-
tion of proteins in their native state (the form in which
they function in the cell) usually relies on methods
described here.

The source of a protein is generally tissue or microbial
cells. The first step in any protein purification procedure is
to break open these cells, releasing their proteins into a
solution called a crude extract. If necessary, differential
centrifugation can be used to prepare subcellular fractions
or to isolate specific organelles (see Fig. 1-8).

Once the extract or organelle preparation is ready,
various methods are available for purifying one or more
of the proteins it contains. Commonly, the extract is
subjected to treatments that separate the proteins
into different fractions based on a property such as
size or charge, a process referred to as fractionation.
Early fractionation steps in a purification utilize differ-
ences in protein solubility, which is a complex function of
pH, temperature, salt concentration, and other factors.
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The solubility of proteins is lowered in the presence of
some salts, an effect called “salting out.” The addition of
certain salts in the right amount can selectively precipi-
tate some proteins, while others remain in solution.
Ammonium sulfate ((NH,),S0O,) is particularly effective
and is often used to salt out proteins. The proteins thus
precipitated are removed from those remaining in solu-
tion by low-speed centrifugation.

A solution containing the protein of interest usually
must be further altered before subsequent purification
steps are possible. For example, dialysis is a procedure
that separates proteins from small solutes by taking
advantage of the proteins’ larger size. The partially puri-
fied extract is placed in a bag or tube made of a semi-
permeable membrane. When this is suspended in a
much larger volume of buffered solution of appropriate
ionic strength, the membrane allows the exchange of
salt and buffer but not proteins. Thus dialysis retains
large proteins within the membranous bag or tube while
allowing the concentration of other solutes in the pro-
tein preparation to change until they come into equilib-
rium with the solution outside the membrane. Dialysis
might be used, for example, to remove ammonium sul-
fate from the protein preparation.

The most powerful methods for fractionating proteins
make use of column chromatography, which takes
advantage of differences in protein charge, size, binding
affinity, and other properties (Fig. 3-16). A porous solid
material with appropriate chemical properties (the sta-
tionary phase) is held in a column, and a buffered solution
(the mobile phase) migrates through it. The protein, dis-
solved in the same buffered solution that was used to
establish the mobile phase, is layered on the top of the
column. The protein then percolates through the solid
matrix as an ever-expanding band within the larger
mobile phase. Individual proteins migrate faster or more
slowly through the column depending on their properties.

Ion-exchange chromatography exploits differ-
ences in the sign and magnitude of the net electric
charge of proteins at a given pH (Fig. 3-17a). The col-
umn matrix is a synthetic polymer (resin) containing
bound charged groups; those with bound anionic groups
are called cation exchangers, and those with bound
cationic groups are called anion exchangers. The affin-
ity of each protein for the charged groups on the column
is affected by the pH (which determines the ionization
state of the molecule) and the concentration of compet-
ing free salt ions in the surrounding solution. Separation
can be optimized by gradually changing the pH and/or
salt concentration of the mobile phase so as to create a pH
or salt gradient. In cation-exchange chromatography,
the solid matrix has negatively charged groups. In the
mobile phase, proteins with a net positive charge migrate
through the matrix more slowly than those with a net
negative charge, because the migration of the former is
retarded more by interaction with the stationary phase.

In ion-exchange columns, the expansion of the pro-
tein band in the mobile phase (the protein solution) is
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FIGURE 3-16 Column chromatography. The standard elements of a chro-
matographic column include a solid, porous material (matrix) supported
inside a column, generally made of plastic or glass. A solution, the mobile
phase, flows through the matrix, the stationary phase. The solution that
passes out of the column at the bottom (the effluent) is constantly re-
placed by solution supplied from a reservoir at the top. The protein solution
to be separated is layered on top of the column and allowed to percolate
into the solid matrix. Additional solution is added on top. The protein solu-
tion forms a band within the mobile phase that is initially the depth of the
protein solution applied to the column. As proteins migrate through the
column (shown here at five different times), they are retarded to different
degrees by their different interactions with the matrix material. The overall
protein band thus widens as it moves through the column. Individual types
of proteins (such as A, B, and C, shown in blue, red, and green) gradually
separate from each other, forming bands within the broader protein band.
Separation improves (i.e., resolution increases) as the length of the column
increases. However, each individual protein band also broadens with time
due to diffusional spreading, a process that decreases resolution. In this ex-
ample, protein A is well separated from B and C, but diffusional spreading
prevents complete separation of B and C under these conditions.

caused both by separation of proteins with different prop-
erties and by diffusional spreading. As the length of the
column increases, the resolution of two types of protein
with different net charges generally improves. However,
the rate at which the protein solution can flow through
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Protein mixture is added
to column containing
cation exchangers.

@ Large net positive charge
1 Net positive charge
) Net negative charge
@ Large net negative charge

Proteins move through
the column at rates
determined by their net
charge at the pH being
used. With cation
exchangers, proteins
with a more negative
net charge move faster
and elute earlier.

Polymer beads with negatively
charged functional groups

12 3 456

(a) lon-exchange chromatography

interest

FIGURE 3-17 Three chromatographic methods used in
protein purification. (a) lon-exchange chromatography
exploits differences in the sign and magnitude of the net
electric charges of proteins at a given pH. (b) Size-exclusion
chromatography, also called gel filtration, separates proteins
according to size. (¢) Affinity chromatography separates
proteins by their binding specificities. Further details of these
methods are given in the text.
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the column usually decreases with column length. And as
the length of time spent on the column increases, the
resolution can decline as a result of diffusional spreading
within each protein band. As the protein-containing solu-
tion exits a column, successive portions (fractions) of this
effluent are collected in test tubes. Each fraction can be
tested for the presence of the protein of interest as well as
other properties, such as ionic strength or total protein
concentration. All fractions positive for the protein of
interest can be combined as the product of this chromato-
graphic step of the protein purification.

WORKED EXAMPLE 3-1 lon Exchange of Peptides

A biochemist wants to separate two peptides by ion-
exchange chromatography. At the pH of the mobile
phase to be used on the column, one peptide (A) has a
net charge of —3, due to the presence of more Glu and
Asp residues than Arg, Lys, and His residues. Peptide B
has a net charge of +1. Which peptide would elute first
from a cation-exchange resin? Which would elute first
from an anion-exchange resin?

Solution: A cation-exchange resin has negative charges
and binds positively charged molecules, retarding their
progress through the column. Peptide B, with its net
positive charge, will interact more strongly than peptide
A with the cation-exchange resin, and thus peptide A
will elute first. On the anion-exchange resin, peptide B
will elute first. Peptide A, being negatively charged, will
be retarded by its interaction with the positively charged
resin.

Figure 3-17 shows two other variations of column
chromatography in addition to ion exchange. Size-
exclusion chromatography, also called gel filtration
(Fig. 3-17b), separates proteins according to size. In this
method, large proteins emerge from the column sooner
than small ones—a somewhat counterintuitive result.
The solid phase consists of cross-linked polymer beads
with engineered pores or cavities of a particular size.
Large proteins cannot enter the cavities and so take a
shorter (and more rapid) path through the column,
around the beads. Small proteins enter the cavities and
are slowed by their more labyrinthine path through the
column. Size-exclusion chromatography can also be
used to approximate the size of a protein being purified,
using methods similar to those described in Figure 3—-19.

Affinity chromatography is based on binding
affinity (Fig. 3-17c). The beads in the column have a
covalently attached chemical group called a ligand—a
group or molecule that binds to a macromolecule such
as a protein. When a protein mixture is added to the
column, any protein with affinity for this ligand binds to
the beads, and its migration through the matrix is
retarded. For example, if the biological function of a
protein involves binding to ATP, then attaching a mol-
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ecule that resembles ATP to the beads in the column
creates an affinity matrix that can help purify the pro-
tein. As the protein solution moves through the column,
ATP-binding proteins (including the protein of interest)
bind to the matrix. After proteins that do not bind are
washed through the column, the bound protein is eluted
by a solution containing either a high concentration of
salt or free ligand—in this case, ATP or an analog of
ATP. Salt weakens the binding of the protein to the
immobilized ligand, interfering with ionic interactions.
Free ligand competes with the ligand attached to the
beads, releasing the protein from the matrix; the protein
product that elutes from the column is often bound to
the ligand used to elute it.

Chromatographic methods are typically enhanced
by the use of HPLC, or high-performance liquid
chromatography. HPLC makes use of high-pressure
pumps that speed the movement of the protein mole-
cules down the column, as well as higher-quality chro-
matographic materials that can withstand the crushing
force of the pressurized flow. By reducing the transit
time on the column, HPLC can limit diffusional spread-
ing of protein bands and thus greatly improve resolution.

The approach to purification of a protein that has not
previously been isolated is guided both by established
precedents and by common sense. In most cases, several
different methods must be used sequentially to purify a
protein completely, each method separating proteins on
the basis of different properties. For example, if one step
separates ATP-binding proteins from those that do not
bind ATP, then the next step must separate the various
ATP-binding proteins on the basis of size or charge to
isolate the particular protein that is wanted. The choice
of methods is somewhat empirical, and many strategies
may be tried before the most effective one is found. Trial
and error can often be minimized by basing the new pro-
cedure on purification techniques developed for similar
proteins. Published purification protocols are available
for many thousands of proteins. Common sense dictates
that inexpensive procedures such as salting out be used
first, when the total volume and the number of contami-
nants are greatest. Chromatographic methods are often
impractical at early stages, because the amount of chro-
matographic medium needed increases with sample size.
As each purification step is completed, the sample size
generally becomes smaller (Table 3-5), making it feasible
to use more sophisticated (and expensive) chromato-
graphic procedures at later stages.

Proteins Can Be Separated and Characterized
by Electrophoresis

Another important technique for the separation of pro-
teins is based on the migration of charged proteins in an
electric field, a process called electrophoresis. These
procedures are not generally used to purify proteins,
because simpler alternatives are usually available and
electrophoretic methods often adversely affect the
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[.CIREELN A Purification Table for a Hypothetical Enzyme

Fraction volume Total protein Activity Specific activity
Procedure or step (mL) (mg) (units) (units/mg)
1. Crude cellular extract 1,400 10,000 100,000 10
2. Precipitation with ammonium sulfate 280 3,000 96,000 32
3. Ion-exchange chromatography 90 400 80,000 200
4. Size-exclusion chromatography 80 100 60,000 600
5. Affinity chromatography 6 3 45,000 15,000

Note: All data represent the status of the sample after the designated procedure has been carried out. Activity and specific activity are defined on page 95.

structure and thus the function of proteins. However, as
an analytical method, electrophoresis is extremely
important. Its advantage is that proteins can be visual-
ized as well as separated, permitting a researcher to
estimate quickly the number of different proteins in a
mixture or the degree of purity of a particular protein
preparation. Also, electrophoresis can be used to deter-
mine crucial properties of a protein such as its isoelec-
tric point and approximate molecular weight.

Electrophoresis of proteins is generally carried out
in gels made up of the cross-linked polymer polyacryl-
amide (Fig. 3-18). The polyacrylamide gel acts as a
molecular sieve, slowing the migration of proteins
approximately in proportion to their charge-to-mass
ratio. Migration may also be affected by protein shape.
In electrophoresis, the force moving the macromole-
cule is the electrical potential, £. The electrophoretic
mobility, u, of a molecule is the ratio of its velocity, V,
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FIGURE 3-18 Electrophoresis. (a) Different samples are loaded in wells
or depressions at the top of the SDS-polyacrylamide gel. The proteins move
into the gel when an electric field is applied. The gel minimizes convec-
tion currents caused by small temperature gradients, as well as protein
movements other than those induced by the electric field. (b) Proteins
can be visualized after electrophoresis by treating the gel with a stain
such as Coomassie blue, which binds to the proteins but not to the gel
itself. Each band on the gel represents a different protein (or protein
subunit); smaller proteins move through the gel more rapidly than larger
proteins and therefore are found nearer the bottom of the gel. This gel
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illustrates purification of the RecA protein of Escherichia coli (described in
Chapter 25). The gene for the RecA protein was cloned (Chapter 9) so
that its expression (synthesis of the protein) could be controlled. The first
lane shows a set of standard proteins (of known M), serving as molecu-
lar weight markers. The next two lanes show proteins from E. coli cells
before and after synthesis of RecA protein was induced. The fourth lane
shows the proteins in a crude cellular extract. Subsequent lanes (left to
right) show the proteins present after successive purification steps. The
purified protein is a single polypeptide chain (M, ~38,000), as seen in
the rightmost lane.
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FIGURE 3-19 Estimating the molecular weight of a protein. The elec-
trophoretic mobility of a protein on an SDS polyacrylamide gel is related
to its molecular weight, M,. (@) Standard proteins of known molecular
weight are subjected to electrophoresis (lane 1). These marker proteins
can be used to estimate the molecular weight of an unknown protein (lane
2). (b) A plot of log M, of the marker proteins versus relative migration

to the electrical potential. Electrophoretic mobility is
also equal to the net charge, 7, of the molecule divided
by the frictional coefficient, f, which reflects in part a
protein’s shape. Thus:
Vv Z
KF=E~7
The migration of a protein in a gel during electrophoresis
is therefore a function of its size and its shape.
An electrophoretic method commonly employed for
estimation of purity and molecular weight makes use of

the detergent sodium dodecyl sulfate (SDS)
(“dodecyl” denoting a 12-carbon chain).

\
0)

Sodium dodecyl sulfate
(SDS)

Na® O0—

i
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A protein will bind about 1.4 times its weight of SDS,
nearly one molecule of SDS for each amino acid residue.
The bound SDS contributes a large net negative charge,
rendering the intrinsic charge of the protein insignifi-
cant and conferring on each protein a similar charge-to-
mass ratio. In addition, SDS binding partially unfolds
proteins, such that most SDS-bound proteins assume a
similar rodlike shape. Electrophoresis in the presence of
SDS therefore separates proteins almost exclusively on
the basis of mass (molecular weight), with smaller poly-
peptides migrating more rapidly. After electrophoresis,
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during electrophoresis is linear, which allows the molecular weight of the
unknown protein to be read from the graph. (In similar fashion, a set of
standard proteins with reproducible retention times on a size-exclusion
column can be used to create a standard curve of retention time versus
log M,. The retention time of an unknown substance on the column can be
compared with this standard curve to obtain an approximate M.,.)

the proteins are visualized by adding a dye such as Coo-
massie blue, which binds to proteins but not to the gel
itself (Fig. 3—18b). Thus, a researcher can monitor the
progress of a protein purification procedure as the num-
ber of protein bands visible on the gel decreases after
each new fractionation step. When compared with the
positions to which proteins of known molecular weight
migrate in the gel, the position of an unidentified pro-
tein can provide a good approximation of its molecular
weight (Fig. 3—-19). If the protein has two or more dif-
ferent subunits, the subunits are generally separated by
the SDS treatment, and a separate band appears for
each.  SDS Gel Electrophoresis

Isoelectric focusing is a procedure used to deter-
mine the isoelectric point (pI) of a protein (Fig. 3-20).
A pH gradient is established by allowing a mixture of
low molecular weight organic acids and bases (ampho-
Iytes; p. 81) to distribute themselves in an electric
field generated across the gel. When a protein mixture
is applied, each protein migrates until it reaches the
pH that matches its pl. Proteins with different isoelec-
tric points are thus distributed differently throughout
the gel.

Combining isoelectric focusing and SDS electropho-
resis sequentially in a process called two-dimensional
electrophoresis permits the resolution of complex
mixtures of proteins (Fig. 3-21). This is a more sen-
sitive analytical method than either electrophoretic
method alone. Two-dimensional electrophoresis sepa-
rates proteins of identical molecular weight that differ
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A protein sample may be applied to one end of a gel strip
with an immobilized pH gradient. Or, a protein sample in
a solution of ampholytes may be used to rehydrate a
dehydrated gel strip.

——

An electric field is applied

)
.j_-_,

[ . - . l
pH9 ————— Decreasing pl

pH3

After staining, proteins are shown to be distributed along
pH gradient according to their pl values.

FIGURE 3-20 Isoelectric focusing. This technique separates proteins
according to their isoelectric points. A protein mixture is placed on a gel
strip containing an immobilized pH gradient. With an applied electric field,
proteins enter the gel and migrate until each reaches a pH equivalent to
its pl. Remember that when pH = pl, the net charge of a protein is zero.

in pl, or proteins with similar pI values but different
molecular weights.

Unseparated Proteins Can Be Quantified

To purify a protein, it is essential to have a way of detect-
ing and quantifying that protein in the presence of many
other proteins at each stage of the procedure. Often,
purification must proceed in the absence of any informa-
tion about the size and physical properties of the protein
or about the fraction of the total protein mass it repre-
sents in the extract. For proteins that are enzymes, the
amount in a given solution or tissue extract can be mea-
sured, or assayed, in terms of the catalytic effect the
enzyme produces—that is, the increase in the rate at
which its substrate is converted to reaction products when
the enzyme is present. For this purpose the researcher
must know (1) the overall equation of the reaction cata-
lyzed, (2) an analytical procedure for determining the
disappearance of the substrate or the appearance of a
reaction product, (3) whether the enzyme requires cofac-
tors such as metal ions or coenzymes, (4) the depen-
dence of the enzyme activity on substrate concentration,
(5) the optimum pH, and (6) a temperature zone in which
the enzyme is stable and has high activity. Enzymes are
usually assayed at their optimum pH and at some con-
venient temperature within the range 25 to 38°C. Also,
very high substrate concentrations are generally used so
that the initial reaction rate, measured experimentally, is
proportional to enzyme concentration (Chapter 6).

By international agreement, 1.0 unit of enzyme
activity for most enzymes is defined as the amount of
enzyme causing transformation of 1.0 umol of substrate
to product per minute at 25°C under optimal conditions
of measurement (for some enzymes, this definition is
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Protein sample

Separate proteins in first
dimension on gel strip with
isoelectric focusing.

Gel strip | pHO pH3

Separate proteins in second
dimension on
SDS-polyacrylamide gel.

)

)

Decreasing | * .°
M
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B b a
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FIGURE 3-21 Two-dimensional electrophoresis. Proteins are first sepa-
rated by isoelectric focusing in a thin strip gel. The gel is then laid horizon-
tally on a second, slab-shaped gel, and the proteins are separated by SDS
polyacrylamide gel electrophoresis. Horizontal separation reflects differ-
ences in pl; vertical separation reflects differences in molecular weight.
The original protein complement is thus spread in two dimensions. Thou-
sands of cellular proteins can be resolved using this technique. Individual
protein spots can be cut out of the gel and identified by mass spectrom-
etry (see Figs 3-30 and 3-31).

inconvenient, and a unit may be defined differently).
The term activity refers to the total units of enzyme in
a solution. The specific activity is the number of
enzyme units per milligram of total protein (Fig. 3-22).
The specific activity is a measure of enzyme purity: it
increases during purification of an enzyme and
becomes maximal and constant when the enzyme is
pure (Table 3-5, p. 93).

/Users/user-F408/Desktop

FINAL PAGES  -ag aptara

EQA



(© ketabtonMﬁmﬁp@gﬁ?ﬁ@my%ndﬁoteins.indd Page 96 11/08/12 12:47 PM user-F408 4@7

96 Amino Acids, Peptides, and Proteins

FIGURE 3-22 Activity versus specific activity. The difference between
these terms can be illustrated by considering two flasks containing mar-

bles. The flasks contain the same number of red marbles, but different
numbers of marbles of other colors. If the marbles represent proteins,
both flasks contain the same activity of the protein represented by the
red marbles. The second flask, however, has the higher specific activity
because red marbles represent a higher fraction of the total.

After each purification step, the activity of the
preparation (in units of enzyme activity) is assayed, the
total amount of protein is determined independently,
and the ratio of the two gives the specific activity. Activ-
ity and total protein generally decrease with each step.
Activity decreases because there is always some loss
due to inactivation or nonideal interactions with chro-
matographic materials or other molecules in the solu-
tion. Total protein decreases because the objective is to
remove as much unwanted or nonspecific protein as
possible. In a successful step, the loss of nonspecific
protein is much greater than the loss of activity; there-
fore, specific activity increases even as total activity
falls. The data are assembled in a purification table
similar to Table 3-5. A protein is generally considered
pure when further purification steps fail to increase
specific activity and when only a single protein species
can be detected (for example, by electrophoresis).

For proteins that are not enzymes, other quantification
methods are required. Transport proteins can be assayed

Primary
structure
E
Ala
Asp
E Secondary
FIGURE 3-23 Levels of structure in proteins. IThr | structure
The primary structure consists of a sequence of Cailn X
amino acids linked together by peptide bonds Lys | Q‘
and includes any disulfide bonds. The resulting Ala | ]
polypeptide can be arranged into units of sec- Ala | ' ﬁ g e
ondary structure, such as an « helix. The helix ng 4
is a part of the tertiary structure of the folded W% a Helix
polypeptide, which is itself one of the subunits \Val |
that make up the quaternary structure of the  Amino acid
multisubunit protein, in this case hemoglobin. residues
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by their binding to the molecule they transport, and hor-
mones and toxins by the biological effect they produce; for
example, growth hormones will stimulate the growth of
certain cultured cells. Some structural proteins represent
such a large fraction of a tissue mass that they can be read-
ily extracted and purified without a functional assay. The
approaches are as varied as the proteins themselves.

SUMMARY 3.3 Working with Proteins

» Proteins are separated and purified on the basis of
differences in their properties. Proteins can be
selectively precipitated by changes in pH or
temperature, and particularly by the addition of
certain salts. A wide range of chromatographic
procedures makes use of differences in size, binding
affinities, charge, and other properties. These
include ion-exchange, size-exclusion, affinity, and
high-performance liquid chromatography.

» Electrophoresis separates proteins on the basis of
mass or charge. SDS gel electrophoresis and
isoelectric focusing can be used separately or in
combination for higher resolution.

»  All purification procedures require a method for
quantifying or assaying the protein of interest in
the presence of other proteins. Purification can be
monitored by assaying specific activity.

3.4 The Structure of Proteins:
Primary Structure

Purification of a protein is usually only a prelude to a
detailed biochemical dissection of its structure and
function. What is it that makes one protein an enzyme,
another a hormone, another a structural protein, and
still another an antibody? How do they differ chemically?
The most obvious distinctions are structural, and to
protein structure we now turn.

The structure of large molecules such as proteins can
be described at several levels of complexity, arranged in a
kind of conceptual hierarchy. Four levels of protein struc-
ture are commonly defined (Fig. 3-23). A description

Quaternary
structure

Tertiary
structure

e

Assembled subunits

Polypeptide chain
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of all covalent bonds (mainly peptide bonds and disul-
fide bonds) linking amino acid residues in a polypeptide
chain is its primary structure. The most important
element of primary structure is the sequence of amino
acid residues. Secondary structure refers to particu-
larly stable arrangements of amino acid residues giving
rise to recurring structural patterns. Tertiary struc-
ture describes all aspects of the three-dimensional fold-
ing of a polypeptide. When a protein has two or more
polypeptide subunits, their arrangement in space is
referred to as quaternary structure. Our exploration
of proteins will eventually include complex protein
machines consisting of dozens to thousands of subunits.
Primary structure is the focus of the remainder of this
chapter; the higher levels of structure are discussed in
Chapter 4.

Differences in primary structure can be especially
informative. Each protein has a distinctive number and
sequence of amino acid residues. As we shall see in
Chapter 4, the primary structure of a protein deter-
mines how it folds up into its unique three-dimensional
structure, and this in turn determines the function of
the protein. We first consider empirical clues that amino
acid sequence and protein function are closely linked,
then describe how amino acid sequence is determined;
finally, we outline the many uses to which this informa-
tion can be put.

The Function of a Protein Depends on Its
Amino Acid Sequence

The bacterium FEscherichia coli produces more than
3,000 different proteins; a human has ~25,000 genes
encoding a much larger number of proteins (through
genetic processes discussed in Part III of this text). In both
cases, each type of protein has a unique amino acid
sequence that confers a particular three-dimensional
structure. This structure in turn confers a unique function.

Some simple observations illustrate the importance
of primary structure, or the amino acid sequence of a
protein. First, as we have already noted, proteins with
different functions always have different amino acid
sequences. Second, thousands of human genetic dis-
eases have been traced to the production of defective
proteins. The defect can range from a single change in
the amino acid sequence (as in sickle cell anemia,
described in Chapter 5) to deletion of a larger portion of
the polypeptide chain (as in most cases of Duchenne
muscular dystrophy: a large deletion in the gene encod-
ing the protein dystrophin leads to production of a
shortened, inactive protein). Finally, on comparing
functionally similar proteins from different species, we
find that these proteins often have similar amino acid
sequences. Thus, a close link between protein primary
structure and function is evident.

Is the amino acid sequence absolutely fixed, or
invariant, for a particular protein? No; some flexibility
is possible. An estimated 20% to 30% of the proteins in
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humans are polymorphic, having amino acid sequence
variants in the human population. Many of these varia-
tions in sequence have little or no effect on the func-
tion of the protein. Furthermore, proteins that carry
out a broadly similar function in distantly related spe-
cies can differ greatly in overall size and amino acid
sequence.

Although the amino acid sequence in some regions
of the primary structure might vary considerably with-
out affecting biological function, most proteins contain
crucial regions that are essential to their function and
whose sequence is therefore conserved. The fraction of
the overall sequence that is critical varies from protein
to protein, complicating the task of relating sequence
to three-dimensional structure, and structure to func-
tion. Before we can consider this problem further,
however, we must examine how sequence information
is obtained.

The Amino Acid Sequences of Millions of Proteins
Have Been Determined

Two major discoveries in 1953 were of crucial impor-
tance in the history of biochemistry. In that year, James
D. Watson and Francis Crick deduced the double-helical
structure of DNA and proposed a structural basis for its
precise replication (Chapter 8). Their proposal illumi-
nated the molecular reality behind the idea of a gene. In
the same year, Frederick Sanger worked out the
sequence of amino acid residues in the polypeptide
chains of the hormone insulin (Fig. 3-24), surprising
many researchers who had long thought that determin-
ing the amino acid sequence of a polypeptide would be
a hopelessly difficult task. It quickly became evident
that the nucleotide sequence in DNA and the amino
acid sequence in proteins were somehow related. Barely
a decade after these discoveries, the genetic code
relating the nucleotide sequence of DNA to the amino
acid sequence of protein molecules was elucidated
(Chapter 27). The amino acid sequences of proteins are
now most often derived indirectly from the DNA
sequences in genome databases. However, an array of
techniques derived from traditional methods of poly-
peptide sequencing still command an important place in
protein chemistry. Below, we summarize the traditional
method and mention a few of the techniques derived
from it.

S,

o

+ N\
A chain H3N—GIVEQCCIASVCSLYQLENYCN—COO’
]
S S
| |
+ S\ /S
B chain H3N—FVNQHLCGSHLVEALYLVCGERGFFYTPLA —COO™
5 10 15 20 25 30

FIGURE 3-24 Amino acid sequence of bovine insulin. The two polypep-
tide chains are joined by disulfide cross-linkages (yellow). The A chain of
insulin is identical in human, pig, dog, rabbit, and sperm whale insulins.
The B chains of the cow, pig, dog, goat, and horse are identical.

/Users/user-F408/Desktop

FINAL PAGES  -agg aptara

EQA



(© ketabtonmﬁmﬁmﬁ@my%ndﬁoteins.indd Page 98 11/08/12 12:47 PM user-F408

98 Amino Acids, Peptides, and Proteins

Protein Chemistry Is Enriched by Methods Derived
from Classical Polypeptide Sequencing

The methods used in the 1950s by Fred Sanger to deter-
mine the sequence of the protein insulin are summarized,
in their modern form, in Figure 3-25. Few proteins are
sequenced in this way now, at least in their entirety.
However, these traditional sequencing protocols have
provided a rich array of tools for biochemists, and almost
every step in Figure 3-25 makes use of methods that are
widely used, sometimes in quite different contexts.

Frederick Sanger

In the traditional scheme for sequencing large pro-
teins, the amino-terminal amino acid residue was first
labeled and its identity determined. The amino-terminal
a-amino group can be labeled with 1-fluoro-2,4-dinitro-
benzene (FDNB), dansyl chloride, or dabsyl chloride
(Fig. 3-26).

The chemical sequencing process itself is based on a
two-step process developed by Pehr Edman (Fig. 3-27).
The Edman degradation procedure labels and removes
only the amino-terminal residue from a peptide, leaving all
other peptide bonds intact. The peptide is reacted with
phenylisothiocyanate under mildly alkaline conditions,
which converts the amino-terminal amino acid to a phen-
ylthiocarbamoyl (PTC) adduct. The peptide bond next to
the PTC adduct is then cleaved in a step carried out in
anhydrous trifluoroacetic acid, with removal of the amino-
terminal amino acid as an anilinothiazolinone derivative.
The derivatized amino acid is extracted with organic sol-
vents, converted to the more stable phenylthiohydantoin
derivative by treatment with aqueous acid, and then iden-
tified. The use of sequential reactions carried out under
first basic and then acidic conditions provides a means of
controlling the entire process. Each reaction with the

CH; CHj;
\N/
O,N
S0O,C1
FDNB Dansyl chloride
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Protein

5%

Determine amino
terminus (react with
FDNB). Gly is at
amino terminus.

6

Determine amino acid
content (by acid hydrol-
ysis). Select cleavage
reagents based on pres-
ence of target amino
acids in protein.

Cleave into smaller
polypeptides (with
trypsin, for example).

sequence each polypeptide

1. DCGGAHYLVLLAGPTIRSGTMR

2. AQGAFNPSCGVIQHAWIKMWILAAGTE
3. GGPVIATYEQDGGTSRYAPK

4. QGYASULAIEFTR

Determine order of polypeptides
in protein. Peptide 3 is at the
amino terminus. Peptide 2 is at
the carboxyl terminus (it does not
end in an amino acid residue that
defines a trypsin cleavage site).

Order others by overlaps with sequences of
peptides obtained by cleaving the protein
with a different reagent, such as cyanogen
bromide or chymotrypsin.

FIGURE 3-25 Direct protein sequencing. The procedures shown here are
those developed by Fred Sanger to sequence insulin, and they have been
used subsequently for many additional proteins. FDNB is 1-fluoro-2,4-
dinitrobenzene (see text and Fig. 3-26).

amino-terminal amino acid can go essentially to comple-
tion without affecting any of the other peptide bonds in the
peptide. The process is repeated until, typically, as many
as 40 sequential amino acid residues are identified. The
reactions of the Edman degradation have been automated.

CH,
/N@N—N@S%Cl
cH,

Dabsyl chloride

FIGURE 3-26 Reagents used to modify the a-amino group at the amino terminus.
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. © LowpH \ / Low pH | {L Identify amino-terminal
7 R'—CH C—CH HN CH residue of polypeptide.
! @ HighpH ‘ /T ‘
Il (‘j=0 (0] R R
|
I GI\‘IHz Anilinothiazolinone Phenylthiohydantoin
' 2__ derivative of amino derivative of amino
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: C=0
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! + Shortened Purify and recycle
| Phenvlthi | HSNiciﬁigigiﬁ peptide remaining peptide fragment
: enylthiocarbamy 0 0 though Edman process.

derivative

FIGURE 3-27 The protein sequencing chemistry devised by Pehr
Edman. The peptide bond nearest to the amino terminus of the protein or
polypeptide is cleaved in two steps. The two steps are carried out under

To determine the sequence of large proteins, early
developers of sequencing protocols had to devise
methods to eliminate disulfide bonds and to cleave
proteins precisely into smaller polypeptides. Two
approaches to irreversible breakage of disulfide bonds
are outlined in Figure 3-28. Enzymes called prote-
ases catalyze the hydrolytic cleavage of peptide

very different reaction conditions (basic conditions in step @, acidic in
step @), allowing one step to proceed to completion before the second
is initiated.

bonds. Some proteases cleave only the peptide bond
adjacent to particular amino acid residues (Table 3-6)
and thus fragment a polypeptide chain in a predictable
and reproducible way. A few chemical reagents also
cleave the peptide bond adjacent to specific residues.
Among proteases, the digestive enzyme trypsin cata-
lyzes the hydrolysis of only those peptide bonds in

Disulfide bond

ITIH

H(‘D—CHZ—S—S—CHZfCH
C=0

D O Db

HC*CHZf?fO* —07‘8701_127(‘}1_1

C=0 (6] (0] HN
Cysteic acid -Iﬂl
residues

FIGURE 3-28 Breaking disulfide bonds in proteins. Two common meth-
ods are illustrated. Oxidation of a cystine residue with performic acid pro-
duces two cysteic acid residues. Reduction by dithiothreitol (or B-mercap-
toethanol) to form Cys residues must be followed by further modification
of the reactive —SH groups to prevent re-formation of the disulfide bond.
Carboxymethylation by iodoacetate serves this purpose.
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ILCIREEGR The Specificity of Some Common Methods for Fragmenting Polypeptide Chains

Reagent (biological source)*

Cleavage points'

Trypsin (bovine pancreas)

Submaxillary protease (mouse submaxillary gland)

Chymotrypsin (bovine pancreas)

Staphylococcus aureus V8 protease (bacterium S. aureus)
Asp-N-protease (bacterium Pseudomonas fragi)

Pepsin (porcine stomach)

Endoproteinase Lys C (bacterium Lysobacter enzymogenes)

Cyanogen bromide

Lys, Arg (C)

Arg (C)

Phe, Trp, Tyr (C)
Asp, Glu (C)

Asp, Glu (N)

Leu, Phe, Trp, Tyr (N)
Lys (C)

Met (C)

*All reagents except cyanogen bromide are proteases. All are available from commercial sources.

tResidues furnishing the primary recognition point for the protease or reagent; peptide bond cleavage occurs on either the carbonyl (C) or the amino (N) side of

the indicated amino acid residues.

which the carbonyl group is contributed by either a
Lys or an Arg residue, regardless of the length or
amino acid sequence of the chain. A polypeptide with
three Lys and/or Arg residues will usually yield four
smaller peptides on cleavage with trypsin. Moreover,
all except one of these will have a carboxyl-terminal
Lys or Arg. The choice of a reagent to cleave the protein
into smaller peptides can be aided by first determining
the amino acid content of the entire protein, employ-
ing acid to reduce the protein to its constituent amino
acids. Trypsin would be used only on proteins that
have an appropriate number of Lys or Arg residues.

In classical sequencing, a large protein would be
cleaved into fragments twice, using a different protease
or cleavage reagent each time so that the fragment end-
points would be different. Both sets of fragments would
be purified and sequenced. The order in which the frag-
ments appeared in the original protein could then be
determined by examining the overlaps in sequence
between the two sets of fragments.

Even if no longer used to sequence entire proteins,
the traditional sequencing methods are still valuable in
the lab. The sequencing of some amino acids from the
amino terminus using the Edman chemistry is often suf-
ficient to confirm the identity of a known protein that
has just been purified, or to identify an unknown protein
purified on the basis of an unusual activity. Techniques
employed in individual steps of the traditional sequenc-
ing method are also useful for other purposes. For
example, the methods used to break disulfide bonds can
also be used to denature proteins when that is required.
Furthermore, the effort to label the amino-terminal
amino acid residue led eventually to the development of
an array of reagents that could react with specific groups
on a protein. The same reagents used to label the amino-
terminal a-amino group can be used to label the primary—
amines of Lys residues (Fig. 3-26). The sulfhydryl group
on Cys residues can be modified with iodoacetamides,
maleimides, benzyl halides, and bromomethyl ketones
(Fig. 3-29). Other amino acid residues can be modified
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H

lodoacetamide Maleimide
i

Benzyl bromide
(a benzyl halide)

Bromomethyl ketones

(X can vary)
FIGURE 3-29 Reagents used to modify the sulfhydryl groups of Cys resi-
dues. (See also Fig. 3-28.)

by reagents linked to a dye or other molecule to aid in
protein detection or functional studies.

Mass Spectrometry Offers an Alternative Method
to Determine Amino Acid Sequences

Modern adaptations of mass spectrometry provide an
important alternative to the sequencing methods
described above. Mass spectrometry can provide a
highly accurate measure of the molecular weight of a
protein, but can also do much more. In particular, some
variants of mass spectrometry can provide the sequences
of multiple short polypeptide segments (20 to 30 amino
acid residues) in a protein sample quite rapidly.

The mass spectrometer has long been an indispens-
able tool in chemistry. Molecules to be analyzed, referred
to as analytes, are first ionized in a vacuum. When the
newly charged molecules are introduced into an electric
and/or magnetic field, their paths through the field are a
function of their mass-to-charge ratio, m/z. This measured
property of the ionized species can be used to deduce the
mass (m) of the analyte with very high precision.

Although mass spectrometry has been in use for
many years, it could not be applied to macromolecules
such as proteins and nucleic acids. The m/z measure-
ments are made on molecules in the gas phase, and
the heating or other treatment needed to transfer a
macromolecule to the gas phase usually caused its rapid
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decomposition. In 1988, two different techniques were
developed to overcome this problem. In one, proteins
are placed in a light-absorbing matrix. With a short
pulse of laser light, the proteins are ionized and then
desorbed from the matrix into the vacuum system. This
process, known as matrix-assisted laser desorption/
ionization mass spectrometry, or MALDI MS, has
been successfully used to measure the mass of a wide
range of macromolecules. In a second and equally suc-
cessful method, macromolecules in solution are forced
directly from the liquid to gas phase. A solution of ana-
lytes is passed through a charged needle that is kept at
a high electrical potential, dispersing the solution into a
fine mist of charged microdroplets. The solvent sur-
rounding the macromolecules rapidly evaporates, leav-
ing multiply charged macromolecular ions in the gas
phase. This technique is called electrospray ioniza-
tion mass spectrometry, or ESI MS. Protons added
during passage through the needle give additional
charge to the macromolecule. The m/z of the molecule
can be analyzed in the vacuum chamber.

Mass spectrometry provides a wealth of information
for proteomics research, enzymology, and protein
chemistry in general. The techniques require only min-
iscule amounts of sample, so they can be readily applied
to the small amounts of protein that can be extracted
from a two-dimensional electrophoretic gel. The accu-
rately measured molecular mass of a protein is critical
to its identification. Once the mass of a protein is accu-
rately known, mass spectrometry is a convenient and
accurate method for detecting changes in mass due to
the presence of bound cofactors, bound metal ions,
covalent modifications, and so on.

The process for determining the molecular mass of
a protein with ESI MS is illustrated in Figure 3-30. As
it is injected into the gas phase, a protein acquires a
variable number of protons, and thus positive charges,
from the solvent. The variable addition of these charg-
es creates a spectrum of species with different mass-
to-charge ratios. Each successive peak corresponds to
a species that differs from that of its neighboring
peak by a charge difference of 1 and a mass difference
of 1 (1 proton). The mass of the protein can be deter-
mined from any two neighboring peaks.

Mass spectrometry can also be used to sequence
short stretches of polypeptide, an application that has
emerged as an invaluable tool for quickly identifying
unknown proteins. Sequence information is extracted
using a technique called tandem MS, or MS/MS. A
solution containing the protein under investigation is
first treated with a protease or chemical reagent to
hydrolyze it to a mixture of shorter peptides. The mix-
ture is then injected into a device that is essentially two
mass spectrometers in tandem (Fig. 3-31a, top). In the
first, the peptide mixture is sorted so that only one of
the several types of peptides produced by cleavage
emerges at the other end. The sample of the selected
peptide, each molecule of which has a charge some-
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FIGURE 3-30 Electrospray ionization mass spectrometry of a protein.
(a) A protein solution is dispersed into highly charged droplets by passage
through a needle under the influence of a high-voltage electric field. The
droplets evaporate, and the ions (with added protons in this case) enter
the mass spectrometer for m/z measurement. The spectrum generated
(b) is a family of peaks, with each successive peak (from right to left) cor-
responding to a charged species increased by 1in both mass and charge.
The inset shows a computer-generated transformation of this spectrum.

where along its length, then travels through a vacuum
chamber between the two mass spectrometers. In this
collision cell, the peptide is further fragmented by high-
energy impact with a “collision gas” such as helium or
argon that is bled into the vacuum chamber. Each indi-
vidual peptide is broken in only one place, on average.
Although the breaks are not hydrolytic, most occur at
the peptide bonds.

The second mass spectrometer then measures the
m/z ratios of all the charged fragments. This process
generates one or more sets of peaks. A given set of
peaks (Fig. 3-31b) consists of all the charged fragments
that were generated by breaking the same type of bond
(but at different points in the peptide). One set of peaks
includes only the fragments in which the charge was
retained on the amino-terminal side of the broken
bonds; another includes only the fragments in which the
charge was retained on the carboxyl-terminal side of
the broken bonds. Each successive peak in a given set
has one less amino acid than the peak before. The dif-
ference in mass from peak to peak identifies the amino
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FIGURE 3-31 Obtaining protein sequence information with tandem
MS. (a) After proteolytic hydrolysis, a protein solution is injected into a
mass spectrometer (MS-1). The different peptides are sorted so that only
one type is selected for further analysis. The selected peptide is further
fragmented in a chamber between the two mass spectrometers, and m/z
for each fragment is measured in the second mass spectrometer (MS-
2). Many of the ions generated during this second fragmentation result
from breakage of the peptide bond, as shown. These are called b-type or
y-type ions, depending on whether the charge is retained on the amino- or
carboxyl-terminal side, respectively. (b) A typical spectrum with peaks
representing the peptide fragments generated from a sample of one small
peptide (21 residues). The labeled peaks are y-type ions derived from
amino acid residues. The number in parentheses over each peak is the
molecular weight of the amino acid ion. The successive peaks differ by
the mass of a particular amino acid in the original peptide. The deduced
sequence is shown at the top.

acid that was lost in each case, thus revealing the
sequence of the peptide. The only ambiguities involve
leucine and isoleucine, which have the same mass.
Although multiple sets of peaks are usually generated,
the two most prominent sets generally consist of
charged fragments derived from breakage of the pep-
tide bonds. The amino acid sequence derived from one
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set can be confirmed by the other, improving the confi-
dence in the sequence information obtained.

The various methods for obtaining protein sequence
information complement one another. The Edman deg-
radation procedure is sometimes convenient to get
sequence information uniquely from the amino terminus
of a protein or peptide. However, it is relatively slow and
requires a larger sample than does mass spectrometry.
Mass spectrometry can be used for small amounts of
sample and for mixed samples. It provides sequence
information, but the fragmentation processes can leave
unpredictable sequence gaps. Although most protein
sequences are now extracted from genomic DNA
sequences (Chapter 9) by employing our understanding
of the genetic code (Chapter 27), direct protein sequenc-
ing is often necessary to identify unknown protein sam-
ples. Both protein sequencing methods permit the
unambiguous identification of newly purified proteins.
Mass spectrometry is the method of choice to identify
proteins that are present in small amounts. For example,
the technique is sensitive enough to analyze the few
hundred nanograms of protein that might be extracted
from a single protein band on a polyacrylamide gel.
Direct sequencing by mass spectrometry also can reveal
the addition of phosphoryl groups or other modifications
(Chapter 6). Sequencing by either method can reveal
changes in protein sequence that result from the editing
of messenger RNA in eukaryotes (Chapter 26). Thus,
these methods are all part of a robust toolbox used to
investigate proteins and their functions.

Small Peptides and Proteins Can Be
Chemically Synthesized

Many peptides are potentially useful as pharmacologic
agents, and their production is of considerable commer-
cial importance. There are three ways to obtain a pep-
tide: (1) purification from tissue, a task often made
difficult by the vanishingly low concentrations of some
peptides; (2) genetic engineering (Chapter 9); or (3)
direct chemical synthesis. Powerful techniques now
make direct chemical synthesis an attractive option in
many cases. In addition to commercial applications, the
synthesis of specific peptide portions of larger proteins
is an increasingly important tool for the study of protein
structure and function.

The complexity of proteins makes the traditional
synthetic approaches of organic chemistry impractical
for peptides with more than four or five amino acid
residues. One problem is the difficulty of purifying the
product after each step.

The major breakthrough in this technology was pro-
vided by R. Bruce Merrifield in 1962. His innovation was
to synthesize a peptide while keeping it attached at one
end to a solid support. The support is an insoluble poly-
mer (resin) contained within a column, similar to that
used for chromatographic procedures. The peptide is
built up on this support one amino acid at a time,
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through a standard set of reactions in a repeating cycle
(Fig. 3-32). At each successive step in the cycle, pro-
tective chemical groups block unwanted reactions.

The technology for chemical peptide synthesis is
now automated. An important limitation of the process
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(alimitation shared by the Edman degradation sequenc-
ing process) is the efficiency of each chemical cycle, as
can be seen by calculating the overall yields of peptides
of various lengths when the yield for addition of each
new amino acid is 96.0% versus 99.8% (Table 3-7).

FIGURE 3-32 Chemical synthesis of a peptide on an insoluble polymer support.
Reactions @ through @ are necessary for the formation of each peptide bond.
The 9-fluorenylmethoxycarbonyl (Fmoc) group (shaded blue) prevents unwanted
reactions at the @-amino group of the residue (shaded light red). Chemical syn-
thesis proceeds from the carboxyl terminus to the amino terminus, the reverse of
the direction of protein synthesis in vivo (Chapter 27).
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VIREEYE Effect of Stepwise Yield on Overall Yield in

Peptide Synthesis

Overall yield of final

peptide (%) when the

Number of residues in yiEldipReachSteprs:
the final polypeptide 96.0% 99.8%

11 66 98

21 44 96

31 29 94

5il 13 90

100 1.8 82

Incomplete reaction at one stage can lead to formation
of an impurity (in the form of a shorter peptide) in the
next. The chemistry has been optimized to permit the
synthesis of proteins of 100 amino acid residues in a few
days in reasonable yield. A very similar approach is used
to synthesize nucleic acids (see Fig. 8-35). It is worth
noting that this technology, impressive as it is, still pales
when compared with biological processes. The same
100-residue protein would be synthesized with exqui-
site fidelity in about 5 seconds in a bacterial cell.

A variety of new methods for the efficient ligation
(joining together) of peptides has made possible the
assembly of synthetic peptides into larger polypeptides
and proteins. With these methods, novel forms of proteins
can be created with precisely positioned chemical groups,
including those that might not normally be found in a cel-
lular protein. These novel forms provide new ways to test
theories of enzyme catalysis, to create proteins with new
chemical properties, and to design protein sequences that
will fold into particular structures. This last application
provides the ultimate test of our increasing ability to
relate the primary structure of a peptide to the three-
dimensional structure that it takes up in solution.

Amino Acid Sequences Provide Important
Biochemical Information

Knowledge of the sequence of amino acids in a protein
can offer insights into its three-dimensional structure
and its function, cellular location, and evolution. Most of
these insights are derived by searching for similarities
between a protein of interest and previously studied
proteins. Thousands of sequences are known and avail-
able in databases accessible through the Internet. A
comparison of a newly obtained sequence with this
large bank of stored sequences often reveals relation-
ships both surprising and enlightening.

Exactly how the amino acid sequence determines
three-dimensional structure is not understood in detail,
nor can we always predict function from sequence.
However, protein families that have some shared struc-
tural or functional features can be readily identified on
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the basis of amino acid sequence similarities. Individual
proteins are assigned to families based on the degree of
similarity in amino acid sequence. Members of a family
are usually identical across 25% or more of their
sequences, and proteins in these families generally
share at least some structural and functional character-
istics. Some families are defined, however, by identities
involving only a few amino acid residues that are critical
to a certain function. A number of similar substructures,
or “domains” (to be defined more fully in Chapter 4),
occur in many functionally unrelated proteins. These
domains often fold into structural configurations that
have an unusual degree of stability or that are special-
ized for a certain environment. Evolutionary relation-
ships can also be inferred from the structural and func-
tional similarities within protein families.

Certain amino acid sequences serve as signals that
determine the cellular location, chemical modification,
and half-life of a protein. Special signal sequences, usu-
ally at the amino terminus, are used to target certain
proteins for export from the cell; other proteins are
targeted for distribution to the nucleus, the cell surface,
the cytosol, or other cellular locations. Other sequences
act as attachment sites for prosthetic groups, such as
sugar groups in glycoproteins and lipids in lipoproteins.
Some of these signals are well characterized and are
easily recognized in the sequence of a newly character-
ized protein (Chapter 27).

KEY CONVENTION: Much of the functional information
encapsulated in protein sequences comes in the form
of consensus sequences. This term is applied to such
sequences in DNA, RNA, or protein. When a series of
related nucleic acid or protein sequences are compared,
a consensus sequence is the one that reflects the most
common base or amino acid at each position. Parts of the
sequence that have particularly good agreement often
represent, evolutionarily conserved functional domains.
A range of mathematical tools available on the Internet
can be used to generate consensus sequences or identify
them in sequence databases. Box 3-2 illustrates com-
mon conventions for displaying consensus sequences. l

Protein Sequences Can Elucidate
the History of Life on Earth

The simple string of letters denoting the amino acid
sequence of a protein holds a surprising wealth of infor-
mation. As more protein sequences have become avail-
able, the development of more powerful methods for
extracting information from them has become a major
biochemical enterprise. Analysis of the information
available in the many, ever-expanding biological data-
bases, including gene and protein sequences and mac-
romolecular structures, has given rise to the new field of
bioinformatics. One outcome of this discipline is a
growing suite of computer programs, many readily avail-
able on the Internet, that can be used by any scientist,
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BOX 3-2 Consensus Sequences and Sequence Logos

Consensus sequences can be represented in several
ways. To illustrate two types of conventions, we use
two examples of consensus sequences, shown in Fig-
ure 1: (a) an ATP-binding structure called a P loop (see
Box 12-2) and (b) a Ca®*-binding structure called an
EF hand (see Fig. 12-11). The rules described here are
adapted from those used by the sequence comparison
website PROSITE (expasy.org/prosite); they use the
standard one-letter codes for the amino acids.

[AG]-x(4)-G-K-[ST1.

D-{W3}-[DNSI-{ILVFYW}-[DENSTG]-[DNQGHRK]-{GP}-
[LIVMCI-[DENQSTAGC]I-x(2)-[DE]-[LIVMFYW].

f

| -
ine,
| -
E:EU

—_
N
w
N
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[e)}
~
[oe]

(b)

=z

FIGURE 1 Pepresentations of two consensus sequences. (a) P loop,
an ATP-binding structure; (b) EF hand, a Ca2+»bindmg structure.

In one type of consensus sequence designation
(shown at the top of (a) and (b)), each position is
separated from its neighbor by a hyphen. A position
where any amino acid is allowed is designated x.
Ambiguities are indicated by listing the acceptable
amino acids for a given position between square
brackets. For example, in (a) [AG] means Ala or Gly.
If all but a few amino acids are allowed at one posi-
tion, the amino acids that are not allowed are listed
between curly brackets. For example, in (b) {W}
means any amino acid except Trp. Repetition of an

\.

element of the pattern is indicated by following that
element with a number or range of numbers between
parentheses. In (a), for example, x(4) means X-xX-X-X;
x(2,4) would mean x-X, or X-X-X, or X-x-x-x. When a
pattern is restricted to either the amino or carboxyl
terminus of a sequence, that pattern starts with < or
ends with >, respectively (not so for either example
here). A period ends the pattern. Applying these rules
to the consensus sequence in (a), either A or G can be
found at the first position. Any amino acid can occupy
the next four positions, followed by an invariant G and
an invariant K. The last position is either S or T.

Sequence logos provide a more informative and
graphic representation of an amino acid (or nucleic
acid) multiple sequence alignment. Each logo con-
sists of a stack of symbols for each position in the
sequence. The overall height of the stack (in bits)
indicates the degree of sequence conservation at that
position, while the height of each symbol in the stack
indicates the relative frequency of that amino acid (or
nucleotide). For amino acid sequences, the colors
denote the characteristics of the amino acid: polar
(G, S, T, Y, C, Q, N) green; basic (K, R, H) blue;
acidic (D, E) red; and hydrophobic (A, V, L, [, P, W,
F, M) black. The classification of amino acids in this
scheme is somewhat different from that in Table 3-1
and Figure 3-5. The amino acids with aromatic side
chains are subsumed into the nonpolar (F, W) and
polar (Y) classifications. Glycine, always hard to
group, is assigned to the polar group. Note that when
multiple amino acids are acceptable at a particular
position, they rarely occur with equal probability. One
or a few usually predominate. The logo representation
makes the predominance clear, and a conserved
sequence in a protein is made obvious. However, the
logo obscures some amino acid residues that may be
allowed at a position, such as the Cys that occasion-
ally occurs at position 8 of the EF hand in (b).

student, or knowledgeable layperson. Each protein’s
function relies on its three-dimensional structure, which
in turn is determined largely by its primary structure.
Thus, the biochemical information conveyed by a pro-
tein sequence is limited only by our own understanding
of structural and functional principles. The constantly
evolving tools of bioinformatics make it possible to iden-
tify functional segments in new proteins and help estab-
lish both their sequence and their structural relation-
ships to proteins already in the databases. On a different
level of inquiry, protein sequences are beginning to tell
us how the proteins evolved and, ultimately, how life
evolved on this planet.

The field of molecular evolution is often traced to
Emile Zuckerkandl and Linus Pauling, whose work in

the mid-1960s advanced the use of nucleotide and pro-
tein sequences to explore evolution. The premise is
deceptively straightforward. If two organisms are close-
ly related, the sequences of their genes and proteins
should be similar. The sequences increasingly diverge
as the evolutionary distance between two organisms
increases. The promise of this approach began to be
realized in the 1970s, when Carl Woese used ribosomal
RNA sequences to define the Archaea as a group of liv-
ing organisms distinct from the Bacteria and Eukarya
(see Fig. 1-4). Protein sequences offer an opportunity
to greatly refine the available information. With the
advent of genome projects investigating organisms from
bacteria to humans, the number of available sequences
is growing at an enormous rate. This information can be
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used to trace biological history. The challenge is in
learning to read the genetic hieroglyphics.

Evolution has not taken a simple linear path. Com-
plexities abound in any attempt to mine the evolutionary
information stored in protein sequences. For a given pro-
tein, the amino acid residues essential for the activity of
the protein are conserved over evolutionary time. The
residues that are less important to function may vary
over time—that is, one amino acid may substitute for
another—and these variable residues can provide the
information to trace evolution. Amino acid substitutions
are not always random, however. At some positions in the
primary structure, the need to maintain protein function
may mean that only particular amino acid substitutions
can be tolerated. Some proteins have more variable
amino acid residues than others. For these and other
reasons, different proteins can evolve at different rates.

Another complicating factor in tracing evolutionary
history is the rare transfer of a gene or group of genes
from one organism to another, a process called hori-
zontal gene transfer. The transferred genes may be
quite similar to the genes they were derived from in the
original organism, whereas most other genes in the
same two organisms may be quite distantly related. An
example of horizontal gene transfer is the recent rapid
spread of antibiotic-resistance genes in bacterial popu-
lations. The proteins derived from these transferred
genes would not be good candidates for the study of
bacterial evolution, because they share only a very lim-
ited evolutionary history with their “host” organisms.

The study of molecular evolution generally focuses
on families of closely related proteins. In most cases,
the families chosen for analysis have essential functions
in cellular metabolism that must have been present in
the earliest viable cells, thus greatly reducing the
chance that they were introduced relatively recently by
horizontal gene transfer. For example, a protein called
EF-1la (elongation factor la) is involved in the synthe-
sis of proteins in all eukaryotes. A similar protein,
EF-Tu, with the same function, is found in bacteria.
Similarities in sequence and function indicate that
EF-la and EF-Tu are members of a family of proteins
that share a common ancestor. The members of protein
families are called homologous proteins, or homo-
logs. The concept of a homolog can be further refined.
If two proteins in a family (that is, two homologs) are
present in the same species, they are referred to as
paralogs. Homologs from different species are called
orthologs. The process of tracing evolution involves

Escherichia coli
Bacillus subtilis

FIGURE 3-33 Aligning protein sequences with the use of gaps. Shown
here is the sequence alignment of a short section of the Hsp70 proteins
(a widespread class of protein-folding chaperones) from two well-studied
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first identifying suitable families of homologous pro-
teins and then using them to reconstruct evolutionary
paths.

Homologs are identified through the use of increas-
ingly powerful computer programs that can directly
compare two or more chosen protein sequences, or can
search vast databases to find the evolutionary relatives
of one selected protein sequence. The electronic search
process can be thought of as sliding one sequence past
the other until a section with a good match is found.
Within this sequence alignment, a positive score is
assigned for each position where the amino acid resi-
dues in the two sequences are identical—the value of
the score varying from one program to the next—to
provide a measure of the quality of the alignment. The
process has some complications. Sometimes the pro-
teins being compared match well at, say, two sequence
segments, and these segments are connected by less
related sequences of different lengths. Thus the two
matching segments cannot be aligned at the same time.
To handle this, the computer program introduces
“gaps” in one of the sequences to bring the matching
segments into register (Fig. 3-33). Of course, if a suf-
ficient number of gaps are introduced, almost any two
sequences could be brought into some sort of align-
ment. To avoid uninformative alignments, the programs
include penalties for each gap introduced, thus lowering
the overall alignment score. With electronic trial and
error, the program selects the alignment with the opti-
mal score that maximizes identical amino acid residues
while minimizing the introduction of gaps.

Finding identical amino acids is often inadequate
to identify related proteins or, more importantly, to
determine how closely related the proteins are on an
evolutionary time scale. A more useful analysis also con-
siders the chemical properties of substituted amino
acids. Many of the amino acid differences within a pro-
tein family may be conservative—that is, an amino acid
residue is replaced by a residue having similar chemical
properties. For example, a Glu residue may substitute in
one family member for the Asp residue found in anoth-
er; both amino acids are negatively charged. Such a
conservative substitution should logically receive a
higher score in a sequence alignment than does a non-
conservative substitution, such as the replacement of
the Asp residue with a hydrophobic Phe residue.

For most efforts to find homologies and explore
evolutionary relationships, protein sequences (derived
either directly from protein sequencing or from the

TGNRTIAVYDLGGGTFDISIIEIDEVDGEKTFEVLATNGDTHLGGEDFDSRLIHYL
DEDQTILLYDLGGGTFDVSILELGDG

TFEVRSTAGDNRLGGDDFDQVIIDHL
[
Gap

bacterial species, E. coli and Bacillus subtilis. Introduction of a gap in the
B. subtilis sequence allows a better alignment of amino acid residues on
either side of the gap. Identical amino acid residues are shaded.
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Gram-negative bacterium

FIGURE 3-34 A signature sequence in the EF-1a/EF-Tu protein family.
The signature sequence (boxed) is a 12-residue insertion near the amino
terminus of the sequence. Residues that align in all species are shaded.
Both archaea and eukaryotes have the signature, although the sequences

sequencing of the DNA encoding the protein) are supe-
rior to nongenic nucleic acid sequences (those that do
not encode a protein or functional RNA). For a nucleic
acid, with its four different types of residues, random
alignment of nonhomologous sequences will generally
yield matches for at least 256% of the positions. Intro-
duction of a few gaps can often increase the fraction of
matched residues to 40% or more, and the probability of
chance alignment of unrelated sequences becomes
quite high. The 20 different amino acid residues in pro-
teins greatly lower the probability of uninformative
chance alignments of this type.

The programs used to generate a sequence align-
ment are complemented by methods that test the reli-
ability of the alignments. A common computerized test
is to shuffle the amino acid sequence of one of the pro-
teins being compared to produce a random sequence,
then to instruct the program to align the shuffled
sequence with the other, unshuffled one. Scores are
assigned to the new alignment, and the shuffling and
alignment process is repeated many times. The original
alignment, before shuffling, should have a score signifi-
cantly higher than any of those within the distribution
of scores generated by the random alignments; this
increases the confidence that the sequence alignment
has identified a pair of homologs. Note that the
absence of a significant alignment score does not neces-
sarily mean that no evolutionary relationship exists
between two proteins. As we shall see in Chapter 4,
three-dimensional structural similarities sometimes
reveal evolutionary relationships where sequence
homology has been wiped away by time.

To use a protein family to explore evolution,
researchers identify family members with similar molec-
ular functions in the widest possible range of organisms.
Information from the family can then be used to trace
the evolution of those organisms. By analyzing the
sequence divergence in selected protein families, inves-
tigators can segregate organisms into classes based on
their evolutionary relationships. This information must
be reconciled with more classical examinations of the
physiology and biochemistry of the organisms.

Certain segments of a protein sequence may be
found in the organisms of one taxonomic group but not
in other groups; these segments can be used as signa-
ture sequences for the group in which they are found.
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of the insertions are quite distinct for the two groups. The variation in the
signature sequence reflects the significant evolutionary divergence that
has occurred at this site since it first appeared in a common ancestor of
both groups.

An example of a signature sequence is an insertion of
12 amino acids near the amino terminus of the
EF-1a/EF-Tu proteins in all archaea and eukaryotes
but not in bacteria (Fig. 3-34). This particular signa-
ture is one of many biochemical clues that can help
establish the evolutionary relatedness of eukaryotes
and archaea. Signature sequences have been used to
establish evolutionary relationships among groups of
organisms at many different taxonomic levels.

By considering the entire sequence of a protein,
researchers can now construct more elaborate evolu-
tionary trees with many species in each taxonomic
group. Figure 3-35 presents one such tree for bacteria,
based on sequence divergence in the protein GroEL (a
protein present in all bacteria that assists in the proper
folding of proteins). The tree can be refined by basing it
on the sequences of multiple proteins and by supple-
menting the sequence information with data on the
unique biochemical and physiological properties of each
species. There are many methods for generating trees,
each method with its own advantages and shortcom-
ings, and many ways to represent the resulting evolu-
tionary relationships. In Figure 3-35, the free end
points of lines are called “external nodes”; each repre-
sents an extant species, and each is so labeled. The
points where two lines come together, the “internal
nodes,” represent extinct ancestor species. In most rep-
resentations (including Fig. 3-35), the lengths of the
lines connecting the nodes are proportional to the num-
ber of amino acid substitutions separating one species
from another. If we trace two extant species to a com-
mon internal node (representing the common ancestor
of the two species), the length of the branch connecting
each external node to the internal node represents
the number of amino acid substitutions separating one
extant species from this ancestor. The sum of the
lengths of all the line segments that connect an extant
species to another extant species through a common
ancestor reflects the number of substitutions separating
the two extant species. To determine how much time
was needed for the various species to diverge, the tree
must be calibrated by comparing it with information
from the fossil record and other sources.

As more sequence information is made available in
databases, we can generate evolutionary trees based on
multiple proteins. And we can refine these trees as
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Chlamydia [ Chlamydia psittaci
Bacteroides [ Porphyromonas gingivalis

S/e L Helicobacter pylori
Legionella pneumophila
Pseudomonas aeruginosa

Yersinia enterocolitica
Salmonella typhi
Escherichia coli

ﬂ [ Neisseria gonorrhoeae
Rickettsia
tsutsugamushi

Proteobacteria

Bradyrhizobium japonicum

Agrobacterium tumefaciens
= Zymomonas mobilis

I —
0.1 substitutions/site

FIGURE 3-35 Evolutionary tree derived from amino acid sequence com-
parisons. A bacterial evolutionary tree, based on the sequence divergence

additional genomic information emerges from increas-
ingly sophisticated methods of analysis. All of this work
moves us toward the goal of creating a detailed tree of
life that describes the evolution and relationship of
every organism on Earth. The story is a work in progress,

Low G+C gram-
High G+C gram- positives

Bacteria positives
6/e purples Euryarchaeota
Korarchaeota
a purples
v/B purples

Spirochaetes

Mitochondria
Fusobacteria Thermotogales
Flexibacter/Bacteroides &

Cyanobacteria
Thermus

Aquifex

LUCA

FIGURE 3-36 A consensus tree of life. The tree shown here is based on
analyses of many different protein sequences and additional genomic fea-
tures. The tree presents only a fraction of the available information, as well
as only a fraction of the issues remaining to be resolved. Each extant group
shown is a complex evolutionary story unto itself. LUCA is the last universal
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Chlamydia trachomatis

Archaea

Crenarchaeota

Chloroplasts

Borrelia burgdorferi
Spirochaetes

Leptospira interrogans

Bacillus PS3 7 7
Bacillus subtilis low 8
Staphylococcus aureus G+C 9]
Clostridium acetobutylicum °
Clostridium perfringens —:]3)
>
Streptomyces coelicolor =
o
high | &
_ e | E
Mycobacterium leprae G ©
Mycobacterium tuberculosis O

Streptomyces albus [gene] i i

Cyanidium caldarium chl.
Synechocystis Cyanobacteria and

Ricinus communis chl. chloroplasts

\ Triticum gestivum chl.
Brassica napus chl.
Arabidopsis thaliana chl.

observed in the GroEL family of proteins. Also included in this tree (lower
right) are the chloroplasts (chl.) of some nonbacterial species.

of course (Fig. 3-36). The questions being asked and
answered are fundamental to how humans view them-
selves and the world around them. The field of molecu-
lar evolution promises to be among the most vibrant of
the scientific frontiers in the twenty-first century.

Eukaryotes

Animals

Plants Fungi

Slime
molds

Microsporidia

Entamoeba
Apicomplexa (e.g., Plasmodium)

Euglena
Kinetoplasta (e.g., Trypanosoma)

Parabasalia (e.g., Trichomonas)

Metamonda (e.g., Giardia)

common ancestor from which all other life forms evolved. The blue and
green arrows indicate the endosymbiotic assimilation of particular types
of bacteria into eukaryotic cells to become mitochondria and chloroplasts,
respectively (see Fig. 1-38).
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» Amino acid sequences are deduced by fragmenting
polypeptides into smaller peptides with reagents
known to cleave specific peptide bonds;
determining the amino acid sequence of each
fragment by the automated Edman degradation
procedure; then ordering the peptide fragments by
finding sequence overlaps between fragments
generated by different reagents. A protein
sequence can also be deduced from the nucleotide
sequence of its corresponding gene in DNA, or by

mass spectrometry.

» Short proteins and peptides (up to about 100
residues) can be chemically synthesized. The
peptide is built up, one amino acid residue at a
time, while tethered to a solid support.

» Protein sequences are a rich source of information
about protein structure and function, as well as
the evolution of life on Earth. Sophisticated
methods are being developed to trace evolution by
analyzing the resultant slow changes in amino acid
sequences of homologous proteins.
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Problems

1. Absolute Configuration of Citrulline The citrulline
isolated from watermelons has the structure shown below. Is it
a D- or L-amino acid? Explain.

QHQ(CHz)zNH*('?*NHz
H~— C—=NH, )
C00~

2. Relationship between the Titration Curve and the
Acid-Base Properties of Glycine A 100 mL solution of
0.1 M glycine at pH 1.72 was titrated with 2 M NaOH solution.
The pH was monitored and the results were plotted as shown
in the graph. The key points in the titration are designated I to
V. For each of the statements (a) to (0), ¢dentify the appro-
priate key point in the titration and justify your choice.

(a) Glycine is present predominantly as the species
*H;N—CH,—COOH.

(b) The average net charge of glycine is +%.

(c) Half of the amino groups are ionized.

(d) The pH is equal to the pK, of the carboxyl group.

(e) The pH is equal to the pK, of the protonated amino
group.

(f) Glycine has its maximum buffering capacity.

(8) The average net charge of glycine is zero.

(h) The carboxyl group has been completely titrated (first
equivalence point).

— b

(i) Glycine is completely titrated (second equivalence
point).

(i) The predominant species is * HsN—CH,—COO .

(k) The average net charge of glycine is —1.

(1) Glycine is present predominantly as a 50:50 mixture
of "HsN—CH,—COOH and *H;N—CH,—COO .

(m) This is the isoelectric point.

(n) This is the end of the titration.

(o) These are the worst pH regions for buffering power.

Vs
(V)
|
0r9e0 | )
aw
| |
8 | I
| |
| |
pH 61297 (IID | | -
o
i o
234 | |
2| a ; ; .
| | | |
Y G | : |

OH™ (equivalents)

3. How Much Alanine Is Present as the Completely
Uncharged Species? At a pH equal to the isoelectric point of
alanine, the net charge on alanine is zero. Two structures can
be drawn that have a net charge of zero, but the predominant
form of alanine at its pl is zwitterionic.

CH3 CH3

9 0
y oo 4 oH
Zwitterionic Uncharged

(a) Why is alanine predominantly zwitterionic rather than
completely uncharged at its pI?

(b) What fraction of alanine is in the completely uncharged
form at its pI? Justify your assumptions.

4. Ionization State of Histidine Each ionizable group of
an amino acid can exist in one of two states, charged or neu-
tral. The electric charge on the functional group is determined
by the relationship between its pK, and the pH of the solution.
This relationship is described by the Henderson-Hasselbalch
equation.

(a) Histidine has three ionizable functional groups. Write
the equilibrium equations for its three ionizations and assign
the proper pK, for each ionization. Draw the structure of histi-
dine in each ionization state. What is the net charge on the
histidine molecule in each ionization state?

(b) Draw the structures of the predominant ionization
state of histidine at pH 1, 4, 8, and 12. Note that the ionization
state can be approximated by treating each ionizable group
independently.
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(c¢) What is the net charge of histidine at pH 1, 4, 8, and 127
For each pH, will histidine migrate toward the anode (+) or
cathode (-) when placed in an electric field?

5. Separation of Amino Acids by Ion-Exchange Chro-
matography Mixtures of amino acids can be analyzed by first
separating the mixture into its components through ion-
exchange chromatography. Amino acids placed on a cation-
exchange resin (see Fig. 3-17a) containing sulfonate (—SO3)
groups flow down the column at different rates because of two
factors that influence their movement: (1) ionic attraction
between the sulfonate residues on the column and positively
charged functional groups on the amino acids, and (2) hydro-
phobic interactions between amino acid side chains and the
strongly hydrophobic backbone of the polystyrene resin. For
each pair of amino acids listed, determine which will be eluted
first from the cation-exchange column by a pH 7.0 buffer.

(a) Asp and Lys

(b) Arg and Met

(¢) Glu and Val

(d) Gly and Leu

(e) Ser and Ala

6. Naming the Stereoisomers of Isoleucine The struc-
ture of the amino acid isoleucine is

COO~

H,N—C—H
H—é—CHB
G,
CH,

(a) How many chiral centers does it have?

(b) How many optical isomers?

(¢) Draw perspective formulas for all the optical isomers
of isoleucine.

7. Comparing the pK, Values of Alanine and Poly-
alanine The titration curve of alanine shows the ionization of
two functional groups with pK, values of 2.34 and 9.69, corre-
sponding to the ionization of the carboxyl and the protonated
amino groups, respectively. The titration of di-, tri-, and larger
oligopeptides of alanine also shows the ionization of only two
functional groups, although the experimental pK, values are
different. The trend in pK, values is summarized in the table.

Amino acid or peptide PK; PK,
Ala 2.34 9.69
Ala—-Ala 3.12 8.30
Ala—Ala—Ala 3.39 8.03
Ala—(Ala),—Ala,n =4 3.42 7.94

(a) Draw the structure of Ala—Ala—Ala. Identify the func-
tional groups associated with pK; and pK,.

(b) Why does the value of pK; increase with each addi-
tional Ala residue in the oligopeptide?

(c) Why does the value of pK, decrease with each addi-
tional Ala residue in the oligopeptide?

— b
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8. The Size of Proteins What is the approximate molecular
weight of a protein with 682 amino acid residues in a single
polypeptide chain?

9. The Number of Tryptophan Residues in Bovine
Serum Albumin A quantitative amino acid analysis reveals
that bovine serum albumin (BSA) contains 0.58% tryptophan
(M, 204) by weight.

(a) Calculate the minimum molecular weight of BSA (i.e.,
assume there is only one Trp residue per protein molecule).

(b) Size-exclusion chromatography of BSA gives a molec-
ular weight estimate of 70,000. How many Trp residues are
present in a molecule of serum albumin?

10. Subunit Composition of a Protein A protein has a
molecular mass of 400 kDa when measured by size-exclusion
chromatography. When subjected to gel electrophoresis in the
presence of sodium dodecyl sulfate (SDS), the protein gives
three bands with molecular masses of 180, 160, and 60 kDa.
When electrophoresis is carried out in the presence of SDS
and dithiothreitol, three bands are again formed, this time with
molecular masses of 160, 90, and 60 kDa. Determine the subunit
composition of the protein.

11. Net Electric Charge of Peptides A peptide has the
sequence

Glu-His-Trp—Ser-Gly—Leu-Arg—Pro-Gly

(a) What is the net charge of the molecule at pH 3, 8, and
11? (Use pK, values for side chains and terminal amino and
carboxyl groups as given in Table 3-1.)

(b) Estimate the pl for this peptide.

12. Isoelectric Point of Pepsin Pepsin is the name given to a
mix of several digestive enzymes secreted (as larger precursor
proteins) by glands that line the stomach. These glands also
secrete hydrochloric acid, which dissolves the particulate mat-
ter in food, allowing pepsin to enzymatically cleave individual
protein molecules. The resulting mixture of food, HCI, and
digestive enzymes is known as chyme and has a pH near 1.5.
What pl would you predict for the pepsin proteins? What func-
tional groups must be present to confer this pI on pepsin? Which
amino acids in the proteins would contribute such groups?

13. Isoelectric Point of Histones Histones are proteins
found in eukaryotic cell nuclei, tightly bound to DNA, which
has many phosphate groups. The pl of histones is very high,
about 10.8. What amino acid residues must be present in
relatively large numbers in histones? In what way do these
residues contribute to the strong binding of histones to DNA?

14. Solubility of Polypeptides One method for separating
polypeptides makes use of their different solubilities. The sol-
ubility of large polypeptides in water depends on the relative
polarity of their R groups, particularly on the number of ion-
ized groups: the more ionized groups there are, the more solu-
ble the polypeptide. Which of each pair of polypeptides that
follow is more soluble at the indicated pH?

(@) (Gly)yg or (Glu)g at pH 7.0

(b) (Lys—Ala); or (Phe-Met)s at pH 7.0

(¢) (Ala—Ser-Gly); or (Asn—Ser-His)5 at pH 6.0

(d) (Ala—Asp-Gly); or (Asn—Ser-His); at pH 3.0
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15. Purification of an Enzyme A biochemist discovers and
purifies a new enzyme, generating the purification table below.

Total Activity
Procedure protein (mg) (units)
1. Crude extract 20,000 4,000,000
2. Precipitation (salt) 5,000 3,000,000
3. Precipitation (pH) 4,000 1,000,000
4. Jon-exchange 200 800,000
chromatography
5. Affinity 50 750,000
chromatography
6. Size-exclusion 45 675,000
chromatography

(a) From the information given in the table, calculate
the specific activity of the enzyme after each purification
procedure.

(b) Which of the purification procedures used for this
enzyme is most effective (i.e., gives the greatest relative
increase in purity)?

(¢) Which of the purification procedures is least effective?

(d) Is there any indication based on the results shown in
the table that the enzyme after step 6 is now pure? What else
could be done to estimate the purity of the enzyme preparation?

16. Dialysis A purified protein is in a Hepes (N-(2-hydroxy-
ethyl)piperazine-N'-(2-ethanesulfonic acid)) buffer at pH 7
with 500 mm NaCl. A sample (1 mL) of the protein solution is
placed in a tube made of dialysis membrane and dialyzed
against 1 L of the same Hepes buffer with 0 mm NaCl. Small
molecules and ions (such as Na™, C1~, and Hepes) can diffuse
across the dialysis membrane, but the protein cannot.

(a) Once the dialysis has come to equilibrium, what is the
concentration of NaCl in the protein sample? Assume no vol-
ume changes occur in the sample during the dialysis.

(b) If the original 1 mL sample were dialyzed twice, succes-
sively, against 100 mL of the same Hepes buffer with 0 mm NaCl,
what would be the final NaCl concentration in the sample?

17. Peptide Purification At pH 7.0, in what order would the
following three peptides be eluted from a column filled with a
cation-exchange polymer? Their amino acid compositions are:

Peptide A: Ala 10%, Glu 5%, Ser 5%, Leu 10%, Arg 10%,
His 5%, Ile 10%, Phe 5%, Tyr 5%, Lys 10%, Gly 10%, Pro 5%,
and Trp 10%.

Peptide B: Ala 5%, Val 5%, Gly 10%, Asp 5%, Leu 5%, Arg
5%, Tle 5%, Phe 5%, Tyr 5%, Lys 5%, Trp 5%, Ser 5%, Thr 5%,
Glu 5%, Asn 5%, Pro 10%, Met 5%, and Cys 5%.

Peptide C: Ala 10%, Glu 10%, Gly 5%, Leu 5%, Asp 10%,
Arg 5%, Met 5%, Cys 5%, Tyr 5%, Phe 5%, His 5%, Val 5%, Pro
5%, Thr 5%, Ser 5%, Asn 5%, and Gln 5%.

18. Sequence Determination of the Brain Peptide Leu-
cine Enkephalin A group of peptides that influence nerve
transmission in certain parts of the brain has been isolated
from normal brain tissue. These peptides are known as opioids,
because they bind to specific receptors that also bind opiate

— b

drugs, such as morphine and naloxone. Opioids thus mimic
some of the properties of opiates. Some researchers consider
these peptides to be the brain’s own painkillers. Using the
information below, determine the amino acid sequence of the
opioid leucine enkephalin. Explain how your structure is con-
sistent with each piece of information.

(a) Complete hydrolysis by 6 m HCl at 110 °C followed by
amino acid analysis indicated the presence of Gly, Leu, Phe,
and Tyr, in a 2:1:1:1 molar ratio.

(b) Treatment of the peptide with 1-fluoro-2,4-
dinitrobenzene followed by complete hydrolysis and chro-
matography indicated the presence of the 2,4-dinitrophenyl
derivative of tyrosine. No free tyrosine could be found.

(c¢) Complete digestion of the peptide with chymotrypsin
followed by chromatography yielded free tyrosine and leucine,
plus a tripeptide containing Phe and Gly in a 1:2 ratio.

19. Structure of a Peptide Antibiotic from Bacillus
brevis Extracts from the bacterium Bacillus brevis contain a
peptide with antibiotic properties. This peptide forms com-
plexes with metal ions and seems to disrupt ion transport
across the cell membranes of other bacterial species, killing
them. The structure of the peptide has been determined from
the following observations.

(a) Complete acid hydrolysis of the peptide followed by
amino acid analysis yielded equimolar amounts of Leu, Orn,
Phe, Pro, and Val. Orn is ornithine, an amino acid not
present in proteins but present in some peptides. It has the
structure

H
+ \
H,N—CH,—CH,—CH,—C—C00~
*NH,

(b) The molecular weight of the peptide was estimated as
about 1,200.

(¢) The peptide failed to undergo hydrolysis when treated
with the enzyme carboxypeptidase. This enzyme catalyzes the
hydrolysis of the carboxyl-terminal residue of a polypeptide
unless the residue is Pro or, for some reason, does not contain
a free carboxyl group.

(d) Treatment of the intact peptide with 1-fluoro-2,4-
dinitrobenzene, followed by complete hydrolysis and chroma-
tography, yielded only free amino acids and the following
derivative:

NO, }‘1
0,N NH—CHZ—CHZ—CHf(‘:—coof
+NH,

(Hint: The 2,4-dinitrophenyl derivative involves the amino
group of a side chain rather than the a-amino group.)

(e) Partial hydrolysis of the peptide followed by chroma-
tographic separation and sequence analysis yielded the follow-
ing di- and tripeptides (the amino-terminal amino acid is
always at the left):

Leu-Phe Phe-Pro Orn-Leu Val-Orn
Val-Orn-Leu Phe-Pro-Val Pro-Val-Orn
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Given the above information, deduce the amino acid sequence
of the peptide antibiotic. Show your reasoning. When you have
arrived at a structure, demonstrate that it is consistent with
each experimental observation.

20. Efficiency in Peptide Sequencing A peptide with the
primary structure Lys—Arg—Pro-Leu-Ile-Asp-Gly-Ala is
sequenced by the Edman procedure. If each Edman cycle is 96%
efficient, what percentage of the amino acids liberated in the
fourth cycle will be leucine? Do the calculation a second time,
but assume a 99% efficiency for each cycle.

21. Sequence Comparisons Proteins called molecular chap-
erones (described in Chapter 4) assist in the process of pro-
tein folding. One class of chaperone found in organisms from
bacteria to mammals is heat shock protein 90 (Hsp90). All
Hsp90 chaperones contain a 10 amino acid “signature
sequence,” which allows for ready identification of these pro-
teins in sequence databases. Two representations of this sig-
nature sequence are shown below.

Y-x-[NQHD]-[KHR]-[DE]-[IVA]-F-[LM]-R-[ED].

4
ﬂ?’
5 2
1
O -
1 2 3 4 5 6 7 8 9 10
N C

(a) In this sequence, which amino acid residues are invar-
iant (conserved across all species)?

(b) At which position(s) are amino acids limited to those
with positively charged side chains? For each position, which
amino acid is more commonly found?

(c) At which positions are substitutions restricted to
amino acids with negatively charged side chains? For each
position, which amino acid predominates?

(d) There is one position that can be any amino acid,
although one amino acid appears much more often than any
other. What position is this, and which amino acid appears
most often?

22. Chromatographic Methods Three polypeptides, the
sequences of which are represented below using the one-letter
code for their amino acids, are present in a mixture:

1. ATKNRASCLVPKHGALMFWRHKQLVSDPILQKR-
QHILVCRNAAG

2. GPYFGDEPLDVHDEPEEG

3. PHLLSAWKGMEGVGKSQSFAALIVILA

Of the three, which one would migrate most slowly during
chromatography through:

(a) an ion-exchange resin; beads coated with positively
charged groups?

(b) an ion-exchange resin; beads coated with negatively
charged groups?

(c) a size-exclusion (gel-filtration) column designed to
separate small peptides such as these?

(d) Which peptide contains the ATP-binding motif shown
in the following sequence logo?

— b
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23. Determining the Amino Acid Sequence of Insulin
Figure 3-24 shows the amino acid sequence of bovine insulin.
This structure was determined by Frederick Sanger and his
coworkers. Most of this work is described in a series of arti-
cles published in the Biochemical Journal from 1945 to
1955.

When Sanger and colleagues began their work in 1945, it
was known that insulin was a small protein consisting of two or
four polypeptide chains linked by disulfide bonds. Sanger and
his coworkers had developed a few simple methods for study-
ing protein sequences.

Treatment with FDNB. FDNB (1-fluoro-2,4-dinitroben-
zene) reacted with free amino (but not amido or guanidino)
groups in proteins to produce dinitrophenyl (DNP) derivatives
of amino acids:

0,N 0,N

H

Amine FDNB DNP-amine

Acid Hydrolysis. Boiling a protein with 10% HCI for sev-
eral hours hydrolyzed all of its peptide and amide bonds. Short
treatments produced short polypeptides; the longer the treat-
ment, the more complete the breakdown of the protein into its
amino acids.

Oxidation of Cysteines. Treatment of a protein with per-
formic acid cleaved all the disulfide bonds and converted all
Cys residues to cysteic acid residues (see Fig. 3-28).

Paper Chromatography. This more primitive version of
thin-layer chromatography (see Fig. 10-25) separated com-
pounds based on their chemical properties, allowing identifi-
cation of single amino acids and, in some cases, dipeptides.
Thin-layer chromatography also separates larger peptides.

As reported in his first paper (1945), Sanger reacted insu-
lin with FDNB and hydrolyzed the resulting protein. He found
many free amino acids, but only three DNP-amino acids:
a-DNP-glycine (DNP group attached to the a-amino group);
a-DNP-phenylalanine; and e-DNP-lysine (DNP attached to the
g-amino group). Sanger interpreted these results as showing
that insulin had two protein chains: one with Gly at its amino
terminus and one with Phe at its amino terminus. One of the
two chains also contained a Lys residue, not at the amino ter-
minus. He named the chain beginning with a Gly residue “A”
and the chain beginning with Phe “B.”

(a) Explain how Sanger’s results support his conclusions.

(b) Are the results consistent with the known structure
of bovine insulin (see Fig. 3-24)?
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In a later paper (1949), Sanger described how he used
these techniques to determine the first few amino acids (ami-
no-terminal end) of each insulin chain. To analyze the B chain,
for example, he carried out the following steps:

1. Oxidized insulin to separate the A and B chains.

2. Prepared a sample of pure B chain with paper chroma-

tography.

3. Reacted the B chain with FDNB.

4. Gently acid-hydrolyzed the protein so that some small

peptides would be produced.

5. Separated the DNP-peptides from the peptides that

did not contain DNP groups.
6. Isolated four of the DNP-peptides, which were named
B1 through B4.

7. Strongly hydrolyzed each DNP-peptide to give free

amino acids.

8. Identified the amino acids in each peptide with paper

chromatography.

The results were as follows:

B1: a-DNP-phenylalanine only

B2: a-DNP-phenylalanine; valine

B3: aspartic acid; «-DNP-phenylalanine; valine

B4: aspartic acid; glutamic acid; a-DNP-phenylalanine;

valine

(c) Based on these data, what are the first four (amino-
terminal) amino acids of the B chain? Explain your reasoning.

(d) Does this result match the known sequence of bovine
insulin (see Fig. 3-24)? Explain any discrepancies.

Sanger and colleagues used these and related methods to
determine the entire sequence of the A and B chains. Their
sequence for the A chain was as follows (amino terminus on left):

1 5 10
Gly-Ile-Val-Glx—Glx—Cys—Cys—Ala—Ser—Val—
15 20

Cys—Ser—Leu-Tyr—Glx—Leu—Glx—Asx—Tyr—Cys—Asx

Because acid hydrolysis had converted all Asn to Asp and all
GIn to Glu, these residues had to be designated Asx and GIx,
respectively (exact identity in the peptide unknown).
Sanger solved this problem by using protease enzymes that
cleave peptide bonds, but not the amide bonds in Asn and
Gln residues, to prepare short peptides. He then determined
the number of amide groups present in each peptide by
measuring the NHj released when the peptide was acid-
hydrolyzed. Some of the results for the A chain are shown
below. The peptides may not have been completely pure, so
the numbers were approximate—but good enough for
Sanger’s purposes.

Peptide Number of amide

name Peptide sequence groups in peptide

Acl Cys—Asx 0.7

Aplb Tyr-Glx-Leu 0.98

Apl4 Tyr-Glx-Leu-Glx 1.06

Ap3 Asx—Tyr-Cys—Asx 2.10

Apl Glx—Asx—Tyr-Cys—Asx 1.94

Apbpal  Gly-Ile-Val-Glx 0.15

Apb Gly-ITle-Val-Glx—Glx—Cys—Cys—
Ala—Ser—Val-Cys—Ser-Leu 1.16

(e) Based on these data, determine the amino acid
sequence of the A chain. Explain how you reached your
answer. Compare it with Figure 3-24.

References
Sanger, F. (1945) The free amino groups of insulin. Biochem. J.
39, 507-515.

Sanger, F. (1949) The terminal peptides of insulin. Bizochem. J.
45,563-574.
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a typical protein contains hundreds of individual

bonds. Because free rotation is possible around
many of these bonds, the protein can in principle
assume a virtually uncountable number of conforma-
tions. However, each protein has a specific chemical or
structural function, suggesting that each has a unique
three-dimensional structure (Fig. 4-1). How stable is
this structure, what factors guide its formation, and
what holds it together? By the late 1920s, several proteins
had been crystallized, including hemoglobin (M, 64,500)
and the enzyme urease (M, 483,000). Given that, gen-
erally, the ordered array of molecules in a crystal can

P roteins are big molecules. The covalent backbone of

FIGURE 4-1 Structure of the enzyme chymotrypsin, a globular protein.
A molecule of glycine (gray) is shown for size comparison. The known
three-dimensional structures of proteins are archived in the Protein Data
Bank, or PDB (see Box 4-4). The image shown here was made using data
from the entry with PDB ID 6GCH.

— b

form only if the molecular units are identical, the finding
that many proteins could be crystallized was evidence
that even very large proteins are discrete chemical
entities with unique structures. This conclusion revolu-
tionized thinking about proteins and their functions,
but the insight it provided was incomplete. Protein
structure is always malleable in sometimes surprising
ways. Changes in structure can be as important to a
protein’s function as the structure itself.

In this chapter, we examine the structure of proteins.
We emphasize six themes. First, the three-dimensional
structure or structures taken up by a protein are deter-
mined by its amino acid sequence. Second, the function
of a typical protein depends on its structure. Third, most
isolated proteins exist in one or a small number of stable
structural forms. Fourth, the most important forces sta-
bilizing the specific structures maintained by a given
protein are noncovalent interactions. Fifth, amid the
huge number of unique protein structures, we can rec-
ognize some common structural patterns that help to
organize our understanding of protein architecture. Sixth,
protein structures are not static. All proteins undergo
changes in conformation ranging from subtle to quite
dramatic. Parts of many proteins have no discernible
structure. For some proteins, a lack of definable structure
is critical to their function.

4.1 Overview of Protein Structure

The spatial arrangement of atoms in a protein or any
part of a protein is called its conformation. The possi-
ble conformations of a protein or protein segment
include any structural state it can achieve without break-
ing covalent bonds. A change in conformation could
occur, for example, by rotation about single bonds. Of
the many conformations that are theoretically possible
in a protein containing hundreds of single bonds, one or
(more commonly) a few generally predominate under

115
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biological conditions. The need for multiple stable con-
formations reflects the changes that must take place in
most proteins as they bind to other molecules or cata-
lyze reactions. The conformations existing under a given
set of conditions are usually the ones that are thermody-
namically the most stable—that is, having the lowest
Gibbs free energy (G). Proteins in any of their func-
tional, folded conformations are called native proteins.

For the vast majority of proteins, a particular struc-
ture or small set of structures is critical to function.
However, in many cases, parts of proteins lack discern-
ible structure. These protein segments are intrinsically
disordered. In a few cases, entire proteins are intrinsi-
cally disordered, yet fully functional.

What principles determine the most stable confor-
mations of a typical protein? An understanding of pro-
tein conformation can be built stepwise from the discus-
sion of primary structure in Chapter 3 through a
consideration of secondary, tertiary, and quaternary
structures. To this traditional approach we must add
the newer emphasis on common and classifiable folding
patterns, variously called supersecondary structures,
folds, or motifs, which provide an important organiza-
tional context to this complex endeavor. We begin by
introducing some guiding principles.

A Protein’'s Conformation |s Stabilized Largely
by Weak Interactions

In the context of protein structure, the term stability
can be defined as the tendency to maintain a native con-
formation. Native proteins are only marginally stable; the
AG separating the folded and unfolded states in typical
proteins under physiological conditions is in the range of
only 20 to 65 kJ/mol. A given polypeptide chain can theo-
retically assume countless conformations, and as a result
the unfolded state of a protein is characterized by a high
degree of conformational entropy. This entropy, and the
hydrogen-bonding interactions of many groups in the
polypeptide chain with the solvent (water), tend to main-
tain the unfolded state. The chemical interactions that
counteract these effects and stabilize the native confor-
mation include disulfide (covalent) bonds and the weak
(noncovalent) interactions described in Chapter 2:
hydrogen bonds and hydrophobic and ionic interactions.

Many proteins do not have disulfide bonds. The
environment within most cells is highly reducing due to
high concentrations of reductants such as glutathione,
and most sulfhydryls will thus remain in the reduced
state. Outside the cell, the environment is often more
oxidizing, and disulfide formation is more likely to
occur. In eukaryotes, disulfide bonds are found primar-
ily in secreted, extracellular proteins (for example, the
hormone insulin). Disulfide bonds are also uncommon
in bacterial proteins. However, thermophilic bacteria, as
well as the archaea, typically have many proteins with
disulfide bonds, which stabilize proteins; this is presum-
ably an adaptation to life at high temperatures.

— b

For all proteins of all organisms, weak interactions
are especially important in the folding of polypeptide
chains into their secondary and tertiary structures. The
association of multiple polypeptides to form quaternary
structures also relies on these weak interactions.

About 200 to 460 kJ/mol are required to break a
single covalent bond, whereas weak interactions can be
disrupted by a mere 0.4 to 30 kJ/mol. Individual cova-
lent bonds, such as disulfide bonds linking separate
parts of a single polypeptide chain, are clearly much
stronger than individual weak interactions. Yet, because
they are so numerous, it is weak interactions that pre-
dominate as a stabilizing force in protein structure. In
general, the protein conformation with the lowest free
energy (that is, the most stable conformation) is the
one with the maximum number of weak interactions.

The stability of a protein is not simply the sum of
the free energies of formation of the many weak interac-
tions within it. For every hydrogen bond formed in a
protein during folding, a hydrogen bond (of similar
strength) between the same group and water was bro-
ken. The net stability contributed by a given hydrogen
bond, or the difference in free energies of the folded
and unfolded states, may be close to zero. Ionic interac-
tions may be either stabilizing or destabilizing. We must
therefore look elsewhere to understand why a particular
native conformation is favored.

On carefully examining the contribution of weak
interactions to protein stability, we find that hydropho-
bic interactions generally predominate. Pure water
contains a network of hydrogen-bonded H,O molecules.
No other molecule has the hydrogen-bonding potential
of water, and the presence of other molecules in an
aqueous solution disrupts the hydrogen bonding of
water. When water surrounds a hydrophobic molecule,
the optimal arrangement of hydrogen bonds results in a
highly structured shell, or solvation layer, of water
around the molecule (see Fig. 2-7). The increased order
of the water molecules in the solvation layer correlates
with an unfavorable decrease in the entropy of the
water. However, when nonpolar groups cluster together,
the extent of the solvation layer decreases, because each
group no longer presents its entire surface to the solu-
tion. The result is a favorable increase in entropy. As
described in Chapter 2, this increase in entropy is the
major thermodynamic driving force for the association of
hydrophobic groups in aqueous solution. Hydrophobic
amino acid side chains therefore tend to cluster in a
protein’s interior, away from water (think of an oil drop-
let in water). The amino acid sequences of most proteins
thus feature a significant content of hydrophobic amino
acid side chains (especially Leu, Ile, Val, Phe, and Trp).
These are positioned so that they are clustered when the
protein is folded, forming a hydrophobic protein core.

Under physiological conditions, the formation of
hydrogen bonds in a protein is driven largely by this
same entropic effect. Polar groups can generally form
hydrogen bonds with water and hence are soluble in
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water. However, the number of hydrogen bonds per unit
mass is generally greater for pure water than for any
other liquid or solution, and there are limits to the solu-
bility of even the most polar molecules as their presence
causes a net decrease in hydrogen bonding per unit
mass. Therefore, a solvation layer also forms to some
extent around polar molecules. Even though the energy
of formation of an intramolecular hydrogen bond
between two polar groups in a macromolecule is largely
canceled by the elimination of such interactions between
these polar groups and water, the release of structured
water as intramolecular interactions form provides an
entropic driving force for folding. Most of the net change
in free energy as weak interactions form within a protein
is therefore derived from the increased entropy in the
surrounding aqueous solution resulting from the burial
of hydrophobic surfaces. This more than counterbal-
ances the large loss of conformational entropy as a poly-
peptide is constrained into its folded conformation.

Hydrophobic interactions are clearly important in
stabilizing conformation; the interior of a structured
protein is generally a densely packed core of hydropho-
bic amino acid side chains. It is also important that any
polar or charged groups in the protein interior have
suitable partners for hydrogen bonding or ionic interac-
tions. One hydrogen bond seems to contribute little to
the stability of a native structure, but the presence of
hydrogen-bonding groups without partners in the
hydrophobic core of a protein can be so destabilizing
that conformations containing these groups are often
thermodynamically untenable. The favorable free-energy
change resulting from the combination of several such
groups with partners in the surrounding solution can be
greater than the free-energy difference between the
folded and unfolded states. In addition, hydrogen bonds
between groups in a protein form cooperatively (forma-
tion of one makes the next one more likely) in repeating
secondary structures that optimize hydrogen bonding,
as described below. In this way, hydrogen bonds often
have an important role in guiding the protein-folding
process.

The interaction of oppositely charged groups that
form an ion pair, or salt bridge, can have either a stabi-
lizing or destabilizing effect on protein structure. As in
the case of hydrogen bonds, charged amino acid side
chains interact with water and salts when the protein is
unfolded, and the loss of those interactions must be
considered when evaluating the effect of a salt bridge
on the overall stability of a folded protein. However, the
strength of a salt bridge increases as it moves to an
environment of lower dielectric constant, & (p. 50):
from the polar aqueous solvent (e near 80) to the non-
polar protein interior (¢ near 4). Salt bridges, especially
those that are partly or entirely buried, can thus provide
significant stabilization to a protein structure. This
trend explains the increased occurrence of buried salt
bridges in the proteins of thermophilic organisms. Ionic
interactions also limit structural flexibility and confer a

— b
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uniqueness to a particular protein structure that non-
specific hydrophobic interactions cannot provide.

In the tightly packed atomic environment of a pro-
tein, one more type of weak interaction can have a sig-
nificant effect—van der Waals interactions (p. 54). Van
der Waals interactions are dipole-dipole interactions
involving the permanent electric dipoles in groups such
as carbonyls, transient dipoles derived from fluctuations
of the electron cloud surrounding any atom, and dipoles
induced by interaction of an atom with another that has
a permanent or transient dipole. As atoms approach each
other, these dipole-dipole interactions provide an attrac-
tive intermolecular force that operates only over a limited
intermolecular distance (0.3 to 0.6 nm). Van der Waals
interactions are weak and individually contribute little to
overall protein stability. However, in a well-packed pro-
tein, or in an interaction between a protein and another
protein or other molecule at a complementary surface,
the number of such interactions can be substantial.

Most of the structural patterns outlined in this chapter
reflect two simple rules: (1) hydrophobic residues are
largely buried in the protein interior, away from water, and
(2) the number of hydrogen bonds and ionic interactions
within the protein is maximized, thus reducing the number
of hydrogen-bonding and ionic groups that are not paired
with a suitable partner. Proteins within membranes (which
we examine in Chapter 11) and proteins that are intrinsi-
cally disordered or have intrinsically disordered segments
follow different rules. This reflects their particular function
or environment, but weak interactions are still critical
structural elements. For example, soluble but intrinsically
disordered protein segments are enriched in amino acid
side chains that are charged (especially Arg, Lys, Glu) or
small (Gly, Ala), providing little or no opportunity for the
formation of a stable hydrophobic core.

The Peptide Bond Is Rigid and Planar

% Protein Architecture—Primary Structure Covalent bonds, too,
place important constraints on the conformation of a poly-
peptide. In the late 1930s, Linus Pauling and Robert Corey
embarked on a series of studies that laid the foundation
for our current understanding of protein structure. They
began with a careful analysis of the peptide bond.

Linus Pauling, 1901-1994

Robert Corey, 1897-1971
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The a carbons of adjacent amino acid residues
are separated by three covalent bonds, arranged as
Co—C—N—C,. X-ray diffraction studies of crystals of
amino acids and of simple dipeptides and tripeptides
showed that the peptide C—N bond is somewhat shorter
than the C—N bond in a simple amine and that the
atoms associated with the peptide bond are coplanar.
This indicated a resonance or partial sharing of two
pairs of electrons between the carbonyl oxygen and the
amide nitrogen (Fig. 4-2a). The oxygen has a partial
negative charge and the hydrogen bonded to the nitro-
gen has a net partial positive charge, setting up a small
electric dipole. The six atoms of the peptide group lie
in a single plane, with the oxygen atom of the carbonyl
group trans to the hydrogen atom of the amide nitrogen.
From these findings Pauling and Corey concluded that
the peptide C—N bonds, because of their partial dou-
ble-bond character, cannot rotate freely. Rotation is
permitted about the N—C, and the C,—C bonds. The
backbone of a polypeptide chain can thus be pictured as
a series of rigid planes, with consecutive planes sharing
a common point of rotation at C, (Fig. 4-2b). The rigid
peptide bonds limit the range of conformations possible
for a polypeptide chain.

i T %,
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Peptide conformation is defined by three dihedral
angles (also known as torsion angles) called ¢ (phi),
¢ (psi), and w (omega), reflecting rotation about each
of the three repeating bonds in the peptide backbone. A
dihedral angle is the angle at the intersection of two
planes. In the case of peptides, the planes are defined
by bond vectors in the peptide backbone. Two succes-
sive bond vectors describe a plane. Three successive
bond vectors describe two planes (the central bond vec-
tor is common to both; Fig. 4-2c¢), and the angle
between these two planes is what we measure to
describe protein conformation.

KEY CONVENTION: The important dihedral angles in a
peptide are defined by the three bond vectors connect-
ing four consecutive main-chain (peptide backbone)
atoms (Fig. 4-2¢): ¢ involves the C—N—C,—C bonds
(with the rotation occurring about the N—C, bond),
and ¢ involves the N—C,—C—N bonds. Both ¢ and
¢ are defined as +180° when the polypeptide is fully
extended and all peptide groups are in the same plane
(Fig. 4-2d). As one looks down the central bond vector
in the direction of the vector arrow (as depicted in Fig.
4-2c¢ for i), the dihedral angles increase as the distal

Carboxyl
terminus

FIGURE 4-2 The planar peptide group. (a) Each peptide bond has some
double-bond character due to resonance and cannot rotate. Although the N
atom in a peptide bond is often represented with a partial positive charge,
careful consideration of bond orbitals and quantum mechanics indicates
that the N has a net charge that is neutral or slightly negative. (b) Three
bonds separate sequential @ carbons in a polypeptide chain. The N—C, and
C,—C bonds can rotate, described by dihedral angles designated ¢ and
i, respectively. The peptide C—N bond is not free to rotate. Other single
bonds in the backbone may also be rotationally hindered, depending on the
size and charge of the R groups. (¢) The atoms and planes defining #.
(d) By convention, ¢ and ¢ are 180° (or —180°) when the first and fourth
atoms are farthest apart and the peptide is fully extended. As the viewer
looks out along the bond undergoing rotation (from either direction), the
¢ and ¢ angles increase as the fourth atom rotates clockwise relative to the
first. In a protein, some of the conformations shown here (e.g., 0°) are pro-
hibited by steric overlap of atoms. In (b) through (d), the balls representing
atoms are smaller than the van der Waals radii for this scale.
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(fourth) atom is rotated clockwise (Fig. 4-2d). From
the *180° position, the dihedral angle increases from
—180° to 0°, at which point the first and fourth atoms
are eclipsed. The rotation can be continued from 0° to
+180° (same position as —180°) to bring the structure
back to the starting point. The third dihedral angle, w,
is not often considered. It involves the C,—C—N—C,
bonds. The central bond in this case is the peptide
bond, where rotation is constrained. The peptide bond
is normally (99.6% of the time) in the trans configura-
tion, constraining w to a value of +180°. For a rare cis
peptide bond, w = 0°. W

In principle, ¢ and ¢ can have any value between
—180° and +180°, but many values are prohibited by
steric interference between atoms in the polypeptide
backbone and amino acid side chains. The conformation
in which both ¢ and ¢ are 0° (Fig. 4-2d) is prohibited
for this reason; this conformation is merely a reference
point for describing the dihedral angles. Allowed values
for ¢ and ¢y become evident when i is plotted versus ¢
in a Ramachandran plot (Fig. 4-3), introduced by
G. N. Ramachandran. We will see that Ramachandran

+180

120 =

60 |-

s (degrees)

— 60 [ ——

—120 |-

—-180 ‘
—180 0 +180

¢ (degrees)

FIGURE 4-3 Ramachandran plot for L-Ala residues. Peptide conforma-
tions are defined by the values of ¢ and . Conformations deemed possi-
ble are those that involve little or no steric interference, based on calcula-
tions using known van der Waals radii and dihedral angles. The areas
shaded dark blue represent conformations that involve no steric overlap if
the van der Waals radii of each atom are modeled as a hard sphere and
thus are fully allowed; medium blue indicates conformations permitted if
atoms are allowed to approach each other by an additional 0.1 nm, a
slight clash; the lightest blue indicates conformations that are permissible
if a very modest flexibility (a few degrees) is allowed in the w dihedral
angle that describes the peptide bond itself (generally constrained to
180°). The white regions are conformations that are not allowed. The
asymmetry of the plot results from the L stereochemistry of the amino
acid residues. The plots for other L residues with unbranched side chains
are nearly identical. Allowed ranges for branched residues such as Val,
Ile, and Thr are somewhat smaller than for Ala. The Gly residue, which is
less sterically hindered, has a much broader range of allowed conforma-
tions. The range for Pro residues is greatly restricted because ¢ is limited
by the cyclic side chain to the range of —35°to —85°.
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plots are very useful tools that are often used to test the
quality of three-dimensional protein structures that are
deposited in international databases.

SUMMARY 4.1 QOverview of Protein Structure

> A typical protein usually has one or more stable
three-dimensional structures, or conformations,
that reflect its function. Some proteins have
segments that are intrinsically disordered.

» Protein structure is stabilized largely by multiple
weak interactions. Hydrophobic interactions,
derived from the increase in entropy of the
surrounding water when nonpolar molecules or
groups are clustered together, are the major
contributors to stabilizing the globular form of
most soluble proteins. Van der Waals interactions
also contribute. Hydrogen bonds and ionic
interactions are optimized in the
thermodynamically most stable structures.

» Nonpeptide covalent bonds, particularly disulfide
bonds, play a role in the stabilization of structure
in some proteins.

» The nature of the covalent bonds in the
polypeptide backbone places constraints on
structure. The peptide bond has a partial double-
bond character that keeps the entire six-atom
peptide group in a rigid planar configuration. The
N—C,and C,—C bonds can rotate to define the
dihedral angles ¢ and i, respectively.

» The Ramachandran plot is a visual description of
the combinations of ¢ and ¢y dihedral angles that
are permitted in a peptide backbone or that are
not permitted due to steric constraints.

4.2 Protein Secondary Structure

The term secondary structure refers to any chosen
segment of a polypeptide chain and describes the local
spatial arrangement of its main-chain atoms, without
regard to the positioning of its side chains or its rela-
tionship to other segments. A reqular secondary struc-
ture occurs when each dihedral angle, ¢ and ¢, remains
the same or nearly the same throughout the segment.
There are a few types of secondary structure that are
particularly stable and occur widely in proteins. The
most prominent are the « helix and 8 conformations;
another common type is the B8 turn. Where a regular
pattern is not found, the secondary structure is some-
times referred to as undefined or as a random coil. This
last designation, however, does not properly describe
the structure of these segments. The path of most of the
polypeptide backbone in a typical protein is not ran-
dom; rather, it is unchanging and highly specific to the
structure and function of that particular protein. Our
discussion here focuses on the regular structures that
are most common.
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The « Helix Is a Common Protein Secondary Structure

& Protein Architecture—c Helix Pauling and Corey were aware
of the importance of hydrogen bonds in orienting polar
chemical groups such as the C=0 and N—H groups of
the peptide bond. They also had the experimental
results of William Astbury, who in the 1930s had con-
ducted pioneering x-ray studies of proteins. Astbury
demonstrated that the protein that makes up hair and
porcupine quills (the fibrous protein a-keratin) has a
regular structure that repeats every 5.15 to 5.2 A.
(The angstrom, A, named after the physicist Anders J.
Angstrom, is equal to 0.1 nm. Although not an SI unit, it
is used universally by structural biologists to describe
atomic distances—it is approximately the length of a
typical C—H bond.) With this information and their
data on the peptide bond, and with the help of precisely
constructed models, Pauling and Corey set out to deter-
mine the likely conformations of protein molecules.
The first breakthrough came in 1948. Pauling was a
visiting lecturer at Oxford University, became ill, and
retired to his apartment for several days of rest. Bored
with the reading available, Pauling grabbed some paper
and pencils to work out a plausible stable structure that
could be taken up by a polypeptide chain. The model he
developed, and later confirmed in work with Corey and

Amino terminus

ﬂCarbon
(7 Hydrogen
ngygen
.n Nitrogen
.. R group

) Carboxyl terminus )

FIGURE 4-4 Models of the a helix, showing different aspects of its
structure. (a) Ball-and-stick model showing the intrachain hydrogen
bonds. The repeat unit is a single turn of the helix, 3.6 residues. (b) The
« helix viewed from one end, looking down the longitudinal axis (derived
from PDB ID 4TNC). Note the positions of the R groups, represented by
purple spheres. This ball-and-stick model, which emphasizes the helical
arrangement, gives the false impression that the helix is hollow, because
the balls do not represent the van der Waals radii of the individual
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coworker Herman Branson, was the simplest arrange-
ment the polypeptide chain can assume that maximizes
the use of internal hydrogen bonding. It is a helical struc-
ture, and Pauling and Corey called it the a helix (Fig.
4-4). In this structure, the polypeptide backbone is
tightly wound around an imaginary axis drawn longitudi-
nally through the middle of the helix, and the R groups of
the amino acid residues protrude outward from the helical
backbone. The repeating unit is a single turn of the helix,
which extends about 5.4 A along the long axis, slightly
greater than the periodicity Astbury observed on x-ray
analysis of hair keratin. The backbone atoms of the amino
acid residues in the prototypical a helix have a character-
istic set of dihedral angles that define the a-helix confor-
mation (Table 4-1), and each helical turn includes 3.6
amino acid residues. The a-helical segments in proteins
often deviate slightly from these dihedral angles, and even
vary somewhat within a single contiguous segment to
produce subtle bends or kinks in the helical axis. Pauling
and Corey considered both right- and left-handed variants
of the a helix. The subsequent elucidation of the three-
dimensional structure of myoglobin and other proteins
showed that the right-handed « helix is the common form
(Box 4-1). Extended left-handed « helices are theoreti-
cally less stable and have not been observed in proteins.
The a helix proved to be the predominant structure in

() (d)

atoms. (¢) As this space-filling model shows, the atoms in the center of
the « helix are in very close contact. (d) Helical wheel projection of an «
helix. This representation can be colored to identify surfaces with particular
properties. The yellow residues, for example, could be hydrophobic and
conform to an interface between the helix shown here and another part
of the same or another polypeptide. The red (negative) and blue (posi-
tive) residues illustrate the potential for interaction of oppositely
charged side chains separated by two residues in the helix.
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GBS [dealized ¢ and 4 Angles for Common
Secondary Structures in Proteins

Structure (0] 1/
a Helix =57 —47°
B Conformation
Antiparallel —139° +135°
Parallel —119° +113°
Collagen triple helix =B1® +153°
B Turn type I
i+ 1% —60° —30°
i+ 2% —=90° 0°
B Turn type II
i+1 —60° +120°
i+2 +80° 0°

Note: In real proteins, the dihedral angles often vary somewhat from these idealized values.

*Thei+1andi+2 angles are those for the second and third amino acid residues in the
B turn, respectively.

a-keratins. More generally, about one-fourth of all amino
acid residues in proteins are found in « helices, the exact
fraction varying greatly from one protein to another.
Why does the a helix form more readily than many
other possible conformations? The answer lies in part in
its optimal use of internal hydrogen bonds. The struc-
ture is stabilized by a hydrogen bond between the
hydrogen atom attached to the electronegative nitrogen
atom of a peptide linkage and the electronegative car-
bonyl oxygen atom of the fourth amino acid on the
amino-terminal side of that peptide bond (Fig. 4-4a).
Within the « helix, every peptide bond (except those
close to each end of the helix) participates in such
hydrogen bonding. Each successive turn of the a helix
is held to adjacent turns by three to four hydrogen
bonds, conferring significant stability on the overall

4.2 Protein Secondary Structure 121

structure. At the ends of an a-helical segment, there are
always three or four amide carbonyl or amino groups
that cannot participate in this helical pattern of hydro-
gen bonding. These may be exposed to the surrounding
solvent, where they hydrogen-bond with water, or other
parts of the protein may cap the helix to provide the
needed hydrogen-bonding partners.

Further experiments have shown that an « helix can
form in polypeptides consisting of either L- or b-amino
acids. However, all residues must be of one stereoiso-
meric series; a D-amino acid will disrupt a regular struc-
ture consisting of L-amino acids, and vice versa. The
most stable form of an « helix consisting of D-amino
acids is left-handed.

WORKED EXAMPLE 4-1 Secondary Structure and
Protein Dimensions

What is the length of a polypeptide with 80 amino acid
residues in a single contiguous « helix?

Solution: An idealized « helix has 3.6 residues per turn
and the rise along the helical axis is 5.4 A. Thus, the rise
along the axis for each amino acid residue is 1.5 A. The
length of the polypeptide is therefore 80 residues X
1.5 A/residue = 120 A.

Amino Acid Sequence Affects Stability of the a Helix

Not all polypeptides can form a stable a helix. Each
amino acid residue in a polypeptide has an intrinsic
propensity to form an « helix (Table 4-2), reflecting the
properties of the R group and how they affect the
capacity of the adjoining main-chain atoms to take up
the characteristic ¢ and ¢ angles. Alanine shows the
greatest tendency to form « helices in most experimen-
tal model systems.

The position of an amino acid residue relative to its
neighbors is also important. Interactions between amino

BOX4-1 RUILDEY Knowing the Right Hand from the Left

Left-handed Right-handed
helix helix

There is a simple method for determining whether a
helical structure is right-handed or left-handed. Make
fists of your two hands with thumbs outstretched and
pointing away from you. Looking at your right hand,
think of a helix spiraling up your right thumb in the
direction in which the other four fingers are curled as
shown (clockwise). The resulting helix is right-handed.
Your left hand will demonstrate a left-handed helix,
which rotates in the counterclockwise direction as it
spirals up your thumb.

/Users/user-F408/Desktop

FINAL PAGES  -ag aptara

EQA



(c) ketabton QMhe R engitarDHipagStructureOfProteins.indd Page 122 12/10/12 1:27 PM useﬁﬂt@i

122

The Three-Dimensional Structure of Proteins

1)) A EYR Propensity of Amino Acid Residues to Take
Up an ac-Helical Conformation

Amino AAG° Amino AAG°
acid (kJ/mol)* acid (kJ/mol)*
Ala 0 Leu 0.79
Arg 0.3 Lys 0.63
Asn 3 Met 0.88
Asp A5 Phe 2.0
Cys 3 Pro >4
GIn 1.3 Ser 2.2
Glu 14 Thr 2.4
Gly 4.6 Tyr 2.0
His 2.6 Trp 2.0
Ile 14 Val 2.1

Sources: Data (except proline) from Bryson, J.W., Betz, S.F., Lu, H.S., Suich, D.J., Zhou, H.X.,
0'Neil, K.T., & DeGrado, W.F. (1995) Protein design: a hierarchic approach. Science 270, 935.
Proline data from Myers, 1.K., Pace, C.N., & Scholtz, .M. (1997) Helix propensities are
identical in proteins and peptides. Biochemistry 36, 10,926.

*AAG®is the difference in free-energy change, relative to that for alanine, required for the
amino acid residue to take up the a-helical conformation. Larger numbers reflect greater
difficulty taking up the ce-helical structure. Data are a composite derived from multiple
experiments and experimental systems.

acid side chains can stabilize or destabilize the a-helical
structure. For example, if a polypeptide chain has a long
block of Glu residues, this segment of the chain will not
form an « helix at pH 7.0. The negatively charged car-
boxyl groups of adjacent Glu residues repel each other
so strongly that they prevent formation of the « helix.
For the same reason, if there are many adjacent Lys
and/or Arg residues, with positively charged R groups at
pH 7.0, they also repel each other and prevent forma-
tion of the a helix. The bulk and shape of Asn, Ser, Thr,
and Cys residues can also destabilize an « helix if they
are close together in the chain.

The twist of an « helix ensures that critical interac-
tions occur between an amino acid side chain and the
side chain three (and sometimes four) residues away
on either side of it. This is clear when the « helix is
depicted as a helical wheel (Fig. 4-4d). Positively
charged amino acids are often found three residues
away from negatively charged amino acids, permitting
the formation of an ion pair. Two aromatic amino acid
residues are often similarly spaced, resulting in a
hydrophobic interaction.

A constraint on the formation of the « helix is the
presence of Pro or Gly residues, which have the least
proclivity to form « helices. In proline, the nitrogen
atom is part of a rigid ring (see Fig. 4-8), and rotation
about the N—C,, bond is not possible. Thus, a Pro resi-
due introduces a destabilizing kink in an « helix. In
addition, the nitrogen atom of a Pro residue in a peptide
linkage has no substituent hydrogen to participate in
hydrogen bonds with other residues. For these reasons,

— b

proline is only rarely found in an « helix. Glycine occurs
infrequently in « helices for a different reason: it has
more conformational flexibility than the other amino
acid residues. Polymers of glycine tend to take up coiled
structures quite different from an « helix.

A final factor affecting the stability of an «a helix is the
identity of the amino acid residues near the ends of the
a-helical segment of the polypeptide. A small electric
dipole exists in each peptide bond (Fig. 4-2a). These
dipoles are aligned through the hydrogen bonds of the
helix, resulting in a net dipole along the helical axis that
increases with helix length (Fig. 4-5). The partial posi-
tive and negative charges of the helix dipole reside on
the peptide amino and carbonyl groups near the amino-
terminal and carboxyl-terminal ends, respectively. For
this reason, negatively charged amino acids are often
found near the amino terminus of the helical segment,
where they have a stabilizing interaction with the positive
charge of the helix dipole; a positively charged amino acid
at the amino-terminal end is destabilizing. The opposite is
true at the carboxyl-terminal end of the helical segment.

In summary, five types of constraints affect the sta-
bility of an « helix: (1) the intrinsic propensity of an
amino acid residue to form an « helix; (2) the interac-
tions between R groups, particularly those spaced three
(or four) residues apart; (3) the bulkiness of adjacent R
groups; (4) the occurrence of Pro and Gly residues; and
(5) interactions between amino acid residues at the
ends of the helical segment and the electric dipole
inherent to the a helix. The tendency of a given seg-
ment of a polypeptide chain to form an « helix therefore
depends on the identity and sequence of amino acid
residues within the segment.

Amino terminus

FIGURE 4-5 Helix dipole. The electric dipole
of a peptide bond (see Fig. 4-2a) is transmit-
ted along an a-helical segment through the
intrachain hydrogen bonds, resulting in an
overall helix dipole. In this illustration, the
amino and carbonyl constituents of each pep-
tide bond are indicated by + and — symbols,
respectively. Non-hydrogen-bonded amino
and carbonyl constituents of the peptide
bonds near each end of the a-helical region

Carboxyl terminus are circled and shown in color.
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The 3 Conformation Organizes Polypeptide
Chains into Sheets

& Protein Architecture—3 Sheet In 1951, Pauling and Corey
predicted a second type of repetitive structure, the g
conformation. This is a more extended conformation of
polypeptide chains, and its structure is again defined by
backbone atoms arranged according to a characteristic
set of dihedral angles (Table 4-1). In the 8 conformation,
the backbone of the polypeptide chain is extended into
a zigzag rather than helical structure (Fig. 4-6). The
arrangement of several segments side by side, all of
which are in the 8 conformation, is called a 8 sheet. The
zigzag structure of the individual polypeptide segments
gives rise to a pleated appearance of the overall sheet.
Hydrogen bonds form between adjacent segments of
polypeptide chain within the sheet. The individual seg-
ments that form a B sheet are usually nearby on the
polypeptide chain but can also be quite distant from
each other in the linear sequence of the polypeptide;

(a) B strand
Side view

Side chains
(above)

b R 8 Be

Side chains
(below)

(b) Antiparallel B sheet

ey ity

(c) Parallel 8 sheet

Top view

6.5A

FIGURE 4-6 The B conformation of polypeptide chains. These (a) side
and (b, c) top views reveal the R groups extending out from the 8 sheet and
emphasize the pleated shape formed by the planes of the peptide bonds.
(An alternative name for this structure is B-pleated sheet.) Hydrogen-bond
cross-links between adjacent chains are also shown. The amino-terminal to
carboxyl-terminal orientations of adjacent chains (arrows) can be the same
or opposite, forming (b) an antiparallel B sheet or (c) a parallel B sheet.

— b
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they may even be in different polypeptide chains. The
R groups of adjacent amino acids protrude from the zigzag
structure in opposite directions, creating the alternating
pattern seen in the side view in Figure 4-6.

The adjacent polypeptide chains in a 8 sheet can be
either parallel or antiparallel (having the same or opposite
amino-to-carboxyl orientations, respectively). The struc-
tures are somewhat similar, although the repeat period is
shorter for the parallel conformation (6.5 A, vs. 7 A for
antiparallel) and the hydrogen-bonding patterns are differ-
ent. The interstrand hydrogen bonds are essentially in-line
(see Fig. 2-5) in the antiparallel 8 sheet, whereas they are
distorted or not in-line for the parallel variant. The ideal-
ized structures exhibit the bond angles given in Table 4-1;
these values vary somewhat in real proteins, resulting in
structural variation, as seen above for « helices.

B Turns Are Common in Proteins

© Protein Architecture—8 Tum In globular proteins, which
have a compact folded structure, some amino acid resi-
dues are in turns or loops where the polypeptide chain
reverses direction (Fig. 4-7). These are the connecting
elements that link successive runs of a helix or 8 confor-
mation. Particularly common are 8 turns that connect
the ends of two adjacent segments of an antiparallel 8
sheet. The structure is a 180° turn involving four amino
acid residues, with the carbonyl oxygen of the first resi-
due forming a hydrogen bond with the amino-group
hydrogen of the fourth. The peptide groups of the cen-
tral two residues do not participate in any inter-residue
hydrogen bonding. Several types of 8 turns have been
described, each defined by the ¢ and ¢ angles of the
bonds that link the four amino acid residues that make
up the particular turn (Table 4-1). Gly and Pro residues
often occur in B turns, the former because it is small and
flexible, the latter because peptide bonds involving the
imino nitrogen of proline readily assume the cis configu-
ration (Fig. 4-8), a form that is particularly amenable to
a tight turn. The two types of B turns shown in Figure
4-7 are the most common. Beta turns are often found
near the surface of a protein, where the peptide groups
of the central two amino acid residues in the turn can
hydrogen-bond with water. Considerably less common is
the y turn, a three-residue turn with a hydrogen bond
between the first and third residues.

Common Secondary Structures Have Characteristic
Dihedral Angles

The « helix and the B conformation are the major
repetitive secondary structures in a wide variety of pro-
teins, although other repetitive structures exist in some
specialized proteins (an example is collagen; see Fig.
4-13). Every type of secondary structure can be com-
pletely described by the dihedral angles ¢ and ¢ associ-
ated with each residue. As shown by a Ramachandran
plot, the dihedral angles that define the « helix and 8
conformation fall within a relatively restricted range of
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Type | B turn

Type Il B turn

FIGURE 4-7 Structures of B turns. Type | and type Il B turns are most
common, distinguished by the ¢ and ¢ angles taken up by the peptide
backbone in the turn (see Table 4-1). Type | turns occur more than
twice as frequently as type II. Type Il B turns usually have Gly as the
third residue. Note the hydrogen bond between the peptide groups of
the first and fourth residues of the bends. (Individual amino acid residues
are framed by large blue circles. Not all H atoms are shown in these
depictions.)

trans

Proline isomers

FIGURE 4-8 Trans and cis isomers of a peptide bond involving the imino
nitrogen of proline. Of the peptide bonds between amino acid residues
other than Pro, more than 99.95% are in the trans configuration. For
peptide bonds involving the imino nitrogen of proline, however, about
6% are in the cis configuration; many of these occur at B8 turns.

— b

sterically allowed structures (Fig. 4-9a). Most values
of ¢ and ¢ taken from known protein structures fall into
the expected regions, with high concentrations near the
« helix and B conformation values as predicted (Fig.
4-9b). The only amino acid residue often found in a
conformation outside these regions is glycine. Because
its side chain is small, a Gly residue can take part in
many conformations that are sterically forbidden for
other amino acids.

Common Secondary Structures Can Be Assessed
by Circular Dichroism

Any form of structural asymmetry in a molecule gives
rise to differences in absorption of left-handed versus
right-handed circularly polarized light. Measurement of
this difference is called circular dichroism (CD)

Collagen triple
helix

Antiparallel

B sheets Right-twisted

B sheets

Parallel
B sheets

+180 v Left-handed
a helix

120

60

ok
- Right-handed
« helix

—120 -

i (degrees)

—60

—180 |, w 2
—180 0

(a) ¢ (degrees)
' '
B i

_1g0 mmimeern | .
—180 0

+180

+180

120

60

i (degrees)
o

—60

—120

+180

(b) ¢ (degrees)

FIGURE 4-9 Ramachandran plots showing a variety of structures.
(a) The values of ¢ and & for various allowed secondary structures are
overlaid on the plot from Figure 4-3. Although left-handed a helices
extending over several amino acid residues are theoretically possible,
they have not been observed in proteins. (b) The values of ¢ and ¢ for
all the amino acid residues except Gly in the enzyme pyruvate kinase
(isolated from rabbit) are overlaid on the plot of theoretically allowed
conformations (Fig. 4-3). The small, flexible Gly residues were excluded
because they frequently fall outside the expected (blue) ranges.
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spectroscopy. An ordered structure, such as a folded
protein, gives rise to an absorption spectrum that can
have peaks or regions with both positive and negative
values. For proteins, spectra are obtained in the far UV
region (190 to 2560 nm). The light-absorbing entity, or
chromophore, in this region is the peptide bond; a sig-
nal is obtained when the peptide bond is in a folded
environment. The difference in molar extinction coef-
ficients (see Box 3-1) for left- and right-handed, circu-
larly polarized light (Ae) is plotted as a function of
wavelength. The « helix and B conformations have
characteristic CD spectra (Fig. 4-10). Using CD spec-
tra, biochemists can determine whether proteins are
properly folded, estimate the fraction of the protein
that is folded in either of the common secondary struc-
tures, and monitor transitions between the folded and
unfolded states.

SUMMARY 4.2 Protein Secondary Structure

» Secondary structure is the local spatial
arrangement of the main-chain atoms in a selected
segment of a polypeptide chain.

» The most common regular secondary structures
are the a helix, the B8 conformation, and B turns.

» The secondary structure of a polypeptide segment
can be completely defined if the ¢ and ¢ angles are
known for all amino acid residues in that segment.

»  Circular dichroism spectroscopy is a method for
assessing common secondary structure and
monitoring folding in proteins.

a Helix i

B Conformation

Ae
(6]

Random coil

190 200 210 220 230 240 250
Wavelength (nm)

FIGURE 4-10 Circular dichroism spectroscopy. These spectra show
polylysine entirely as a helix, as 8 conformation, or as a denatured, ran-
dom coil. The y axis unit is a simplified version of the units most com-
monly used in CD experiments. Since the curves are different for a helix,
B conformation, and random coil, the CD spectrum for a given protein
can provide a rough estimate for the fraction of the protein made up of
the two most common secondary structures. The CD spectrum of the
native protein can serve as a benchmark for the folded state, useful for
monitoring denaturation or conformational changes brought about by
changes in solution conditions.

— b
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4.3 Protein Tertiary and Quaternary
Structures

© Protein Architecture—Introduction to Tertiary Structure The overall
three-dimensional arrangement of all atoms in a protein is
referred to as the protein’s tertiary structure. Whereas
the term “secondary structure” refers to the spatial
arrangement of amino acid residues that are adjacent in a
segment of a polypeptide, tertiary structure includes
longer-range aspects of amino acid sequence. Amino
acids that are far apart in the polypeptide sequence and
are in different types of secondary structure may interact
within the completely folded structure of a protein. The
location of bends (including B8 turns) in the polypeptide
chain and the direction and angle of these bends are
determined by the number and location of specific bend-
producing residues, such as Pro, Thr, Ser, and Gly. Inter-
acting segments of polypeptide chains are held in their
characteristic tertiary positions by several kinds of weak
interactions (and sometimes by covalent bonds such as
disulfide cross-links) between the segments.

Some proteins contain two or more separate poly-
peptide chains, or subunits, which may be identical or
different. The arrangement of these protein subunits in
three-dimensional complexes constitutes quaternary
structure.

In considering these higher levels of structure, it is
useful to designate two major groups into which many
proteins can be classified: fibrous proteins, with poly-
peptide chains arranged in long strands or sheets, and
globular proteins, with polypeptide chains folded into
a spherical or globular shape. The two groups are struc-
turally distinct. Fibrous proteins usually consist largely
of a single type of secondary structure, and their ter-
tiary structure is relatively simple. Globular proteins
often contain several types of secondary structure. The
two groups also differ functionally: the structures that
provide support, shape, and external protection to ver-
tebrates are made of fibrous proteins, whereas most
enzymes and regulatory proteins are globular proteins.

Fibrous Proteins Are Adapted for a
Structural Function

© Protein Architecture—Tertiary Structure of Fibrous Proteins
a-Keratin, collagen, and silk fibroin nicely illustrate the
relationship between protein structure and biological
function (Table 4-3). Fibrous proteins share properties
that give strength and/or flexibility to the structures in
which they occur. In each case, the fundamental struc-
tural unit is a simple repeating element of secondary
structure. All fibrous proteins are insoluble in water, a
property conferred by a high concentration of hydro-
phobic amino acid residues both in the interior of the
protein and on its surface. These hydrophobic surfaces
are largely buried as many similar polypeptide chains
are packed together to form elaborate supramolecular
complexes. The underlying structural simplicity of fibrous
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proteins makes them particularly useful for illustrating
some of the fundamental principles of protein structure
discussed above.

a-Keratin The «-keratins have evolved for strength.
Found only in mammals, these proteins constitute
almost the entire dry weight of hair, wool, nails, claws,
quills, horns, hooves, and much of the outer layer of skin.
The a-keratins are part of a broader family of proteins
called intermediate filament (IF) proteins. Other IF
proteins are found in the cytoskeletons of animal cells.
All IF proteins have a structural function and share the
structural features exemplified by the a-keratins.

The a-keratin helix is a right-handed « helix, the same
helix found in many other proteins. Francis Crick and
Linus Pauling in the early 1950s independently suggested
that the « helices of keratin were arranged as a coiled coil.
Two strands of a-keratin, oriented in parallel (with their
amino termini at the same end), are wrapped about each
other to form a supertwisted coiled coil. The supertwisting
amplifies the strength of the overall structure, just as
strands are twisted to make a strong rope (Fig. 4-11).
The twisting of the axis of an « helix to form a coiled coil
explains the discrepancy between the 5.4 A per turn pre-
dicted for an « helix by Pauling and Corey and the 5.15 to
52 A repeating structure observed in the x-ray diffraction
of hair (p. 120). The helical path of the supertwists is left-
handed, opposite in sense to the a helix. The surfaces
where the two a helices touch are made up of hydrophobic
amino acid residues, their R groups meshed together in a
regular interlocking pattern. This permits a close packing
of the polypeptide chains within the left-handed super-
twist. Not surprisingly, a-keratin is rich in the hydrophobic
residues Ala, Val, Leu, Ile, Met, and Phe.

An individual polypeptide in the a-keratin coiled
coil has a relatively simple tertiary structure, dominated
by an a-helical secondary structure with its helical axis
twisted in a left-handed superhelix. The intertwining of
the two a-helical polypeptides is an example of quater-
nary structure. Coiled coils of this type are common
structural elements in filamentous proteins and in the
muscle protein myosin (see Fig. 5-27). The quaternary
structure of a-keratin can be quite complex. Many
coiled coils can be assembled into large supramolecular
complexes, such as the arrangement of a-keratin to
form the intermediate filament of hair (Fig. 4-11b).

The strength of fibrous proteins is enhanced by
covalent cross-links between polypeptide chains in the

Keratin « helix LRGN N
Two-chain ]
coiled coil
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Protofibril

(a)

Intermediate
filament

Protofibril

Protofilament

Two-chain
coiled coil

aHelix —— _

(b) Cross section of a hair

FIGURE 4-11 Structure of hair. (a) Hair a-keratin is an elongated « helix
with somewhat thicker elements near the amino and carboxyl termini.
Pairs of these helices are interwound in a left-handed sense to form
two-chain coiled coils. These then combine in higher-order structures
called protofilaments and protofibrils. About four protofibrils—32
strands of a-keratin in all—combine to form an intermediate filament.
The individual two-chain coiled coils in the various substructures also
seem to be interwound, but the handedness of the interwinding and
other structural details are unknown. (b) A hair is an array of many
a-keratin filaments, made up of the substructures shown in (a).

multihelical “ropes” and between adjacent chains in a
supramolecular assembly. In a-keratins, the cross-links
stabilizing quaternary structure are disulfide bonds
(Box 4-2). In the hardest and toughest a-keratins, such

ILUIREER Secondary Structures and Properties of Some Fibrous Proteins

Structure Characteristics

Examples of occurrence

« Helix, cross-linked by

disulfide bonds
B Conformation Soft, flexible filaments

Collagen triple helix

Tough, insoluble protective structures of
varying hardness and flexibility

High tensile strength, without stretch

«a-Keratin of hair, feathers, nails

Silk fibroin

Collagen of tendons, bone matrix
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BOX4-2 Permanent Waving Is Biochemical Engineering

When hair is exposed to moist heat, it can be
stretched. At the molecular level, the « helices in the
a-keratin of hair are stretched out until they arrive at
the fully extended B8 conformation. On cooling they
spontaneously revert to the a-helical conformation.
The characteristic “stretchability” of a-keratins, and
their numerous disulfide cross-linkages, are the basis
of permanent waving. The hair to be waved or curled
is first bent around a form of appropriate shape. A
solution of a reducing agent, usually a compound con-
taining a thiol or sulfhydryl group (—SH), is then
applied with heat. The reducing agent cleaves the
cross-linkages by reducing each disulfide bond to
form two Cys residues. The moist heat breaks hydro-
gen bonds and causes the a-helical structure of the
polypeptide chains to uncoil. After a time the reduc-
ing solution is removed, and an oxidizing agent is
added to establish new disulfide bonds between pairs
of Cys residues of adjacent polypeptide chains, but
not the same pairs as before the treatment. After the
hair is washed and cooled, the polypeptide chains

revert to their a-helical conformation. The hair fibers
now curl in the desired fashion because the new disul-
fide cross-linkages exert some torsion or twist on the
bundles of a-helical coils in the hair fibers. The same
process can be used to straighten hair that is natu-
rally curly. A permanent wave (or hair straightening)
is not truly permanent, because the hair grows; in the
new hair replacing the old, the a-keratin has the natu-
ral pattern of disulfide bonds.

5—=8 SH HS S Hy g
s—S SH HS “ ng s
reduce curl  |"SH gg_/ oxidize S—g

S—S SH HS SH —SH
= HS HS
5=8 SH HS o

sH hit S/S
S—S SH HS—

o wo o
S—S SH HS o o«
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as those of rhinoceros horn, up to 18% of the residues
are cysteines involved in disulfide bonds.

Collagen Like the a-keratins, collagen has evolved to
provide strength. It is found in connective tissue such
as tendons, cartilage, the organic matrix of bone, and
the cornea of the eye. The collagen helix is a unique
secondary structure, quite distinct from the « helix. It is
left-handed and has three amino acid residues per turn
(Fig. 4-12 and Table 4-1). Collagen is also a coiled coil,
but one with distinct tertiary and quaternary structures:
three separate polypeptides, called a chains (not to be
confused with « helices), are supertwisted about each
other (Fig. 4-12¢). The superhelical twisting is right-
handed in collagen, opposite in sense to the left-handed
helix of the a chains.

There are many types of vertebrate collagen. Typi-
cally they contain about 35% Gly, 11% Ala, and 21% Pro
and 4-Hyp (4-hydroxyproline, an uncommon amino
acid; see Fig. 3-8a). The food product gelatin is derived
from collagen. It has little nutritional value as a protein,
because collagen is extremely low in many amino acids
that are essential in the human diet. The unusual amino
acid content of collagen is related to structural con-
straints unique to the collagen helix. The amino acid
sequence in collagen is generally a repeating tripeptide
unit, Gly—-X-Y, where X is often Pro, and Y is often
4-Hyp. Only Gly residues can be accommodated at the
very tight junctions between the individual « chains
(Fig. 4-12d). The Pro and 4-Hyp residues permit the
sharp twisting of the collagen helix. The amino acid
sequence and the supertwisted quaternary structure of

— b

(b) (c)

FIGURE 4-12 Structure of collagen. (Derived from PDB ID 1CGD) (a) The
a chain of collagen has a repeating secondary structure unique to this pro-
tein. The repeating tripeptide sequence Gly-X-Pro or Gly-X-4-Hyp adopts
a left-handed helical structure with three residues per turn. The repeating
sequence used to generate this model is Gly-Pro-4-Hyp. (b) Space-filling
model of the same « chain. () Three of these helices (shown here in
gray, blue, and purple) wrap around one another with a right-handed twist.
(d) The three-stranded collagen superhelix shown from one end, in a ball-
and-stick representation. Gly residues are shown in red. Glycine, because
of its small size, is required at the tight junction where the three chains are
in contact. The balls in this illustration do not represent the van der Waals
radii of the individual atoms. The center of the three-stranded superhelix is
not hollow, as it appears here, but very tightly packed.

collagen allow a very close packing of its three polypep-
tides. 4-Hydroxyproline has a special role in the struc-
ture of collagen—and in human history (Box 4-3).
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RN T MEDICINE

. .. from this misfortune, together with the unhealthi-
ness of the country, where there never falls a drop of
rain, we were stricken with the “camp-sickness,” which
was such that the flesh of our limbs all shrivelled up,
and the skin of our legs became all blotched with black,
mouldy patches, like an old jack-boot, and proud flesh
came upon the gums of those of us who had the sick-
ness, and none escaped from this sickness save through
the jaws of death. The signal was this: when the nose
began to bleed, then death was at hand . . .

—The Memoirs of the Lord of Joinville, ca. 1300

This excerpt describes the plight of Louis IX’s army
toward the end of the Seventh Crusade (1248-1254),
when the scurvy-weakened Crusader army was
destroyed by the Egyptians. What was the nature of
the malady afflicting these thirteenth-century soldiers?

Scurvy is caused by lack of vitamin C, or ascorbic
acid (ascorbate). Vitamin C is required for, among
other things, the hydroxylation of proline and lysine
in collagen; scurvy is a deficiency disease character-
ized by general degeneration of connective tissue.
Manifestations of advanced scurvy include numerous
small hemorrhages caused by fragile blood vessels,
tooth loss, poor wound healing and the reopening of
old wounds, bone pain and degeneration, and eventu-
ally heart failure. Milder cases of vitamin C deficiency
are accompanied by fatigue, irritability, and an
increased severity of respiratory tract infections. Most
animals make large amounts of vitamin C, converting
glucose to ascorbate in four enzymatic steps. But in the
course of evolution, humans and some other animals—
gorillas, guinea pigs, and fruit bats—have lost the last
enzyme in this pathway and must obtain ascorbate in
their diet. Vitamin C is available in a wide range of
fruits and vegetables. Until 1800, however, it was
often absent in the dried foods and other food sup-
plies stored for winter or for extended travel.

Scurvy was recorded by the Egyptians in 1500
BCE, and it is described in the fifth century BCE writ-
ings of Hippocrates. Yet it did not come to wide public
notice until the European voyages of discovery from
1500 to 1800. The first circumnavigation of the globe
(1519-1522), led by Ferdinand Magellan, was accom-
plished only with the loss of more than 80% of his
crew to scurvy. During Jacques Cartier’s second voy-
age to explore the St. Lawrence River (15635-1536),
his band was threatened with complete disaster until
the native Americans taught the men to make a cedar
tea that cured and prevented scurvy (it contained
vitamin C). Winter outbreaks of scurvy in Europe
were gradually eliminated in the nineteenth century

Why Sailors, Explorers, and College Students Should Eat

Their Fresh Fruits and Vegetables

as the cultivation of the potato, introduced from
South America, became widespread.

In 1747, James Lind, a Scottish surgeon in the
Royal Navy, carried out the first controlled clinical
study in recorded history. During an extended voyage
on the 50-gun warship HMS Salisbury, Lind selected
12 sailors suffering from scurvy and separated them
into groups of two. All 12 received the same diet,
except that each group was given a different remedy
for scurvy from among those recommended at the
time. The sailors given lemons and oranges recovered
and returned to duty. The sailors given boiled apple
juice improved slightly. The
remainder continued to deterio-
rate. Lind’s Treatise on the
Scurvy was published in 1753,
but inaction persisted in the
Royal Navy for another 40 years.
In 1795 the British admiralty
finally mandated a ration of con-
centrated lime or lemon juice
for all British sailors (hence the
name “limeys”). Scurvy contin-
ued to be a problem in some
other parts of the world until
1932, when Hungarian scientist
Albert Szent-Gyorgyi, and W. A. Waugh and C. G. King
at the University of Pittsburgh, isolated and synthe-
sized ascorbic acid.

L-Ascorbic acid (vitamin C) is a white, odorless,
crystalline powder. It is freely soluble in water and rela-
tively insoluble in organic solvents. In a dry state, away
from light, it is stable for a considerable length of time.
The appropriate daily intake of this vitamin is still in
dispute. The recommended value in the United States
is 90 mg (Australia and the United Kingdom recom-
mend 60 mg; Russia recommends 125 mg). Along with
citrus fruits and almost all other fresh fruits, good
sources of vitamin C include peppers, tomatoes, pota-
toes, and broccoli. The vitamin C of fruits and vegeta-
bles is destroyed by overcooking or prolonged storage.

So why is ascorbate so necessary to good health?
Of particular interest to us here is its role in the forma-
tion of collagen. As noted in the text, collagen is con-
structed of the repeating tripeptide unit Gly—X-Y,
where X and Y are generally Pro or 4-Hyp—the proline
derivative (4R)-L-hydroxyproline, which plays an
essential role in the folding of collagen and in main-
taining its structure. The proline ring is normally
found as a mixture of two puckered conformations,
called C,-endo and C,-exo (Fig. 1). The collagen helix
structure requires the Pro residue in the Y positions to

James Lind, 1716-1794;
naval surgeon,
1739-1748
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N

HO
C,-endo Cy-exo
Proline 4-Hydroxyproline

FIGURE 1 The C,-endo conformation of proline and the C,-exo con-
formation of 4-hydroxyproline.

be in the C,-exo conformation, and it is this conforma-
tion that is enforced by the hydroxyl substitution at
C-4 in 4-Hyp. The collagen structure also requires that
the Pro residue in the X positions have the C,-endo
conformation, and introduction of 4-Hyp here can
destabilize the helix. In the absence of vitamin C, cells
cannot hydroxylate the Pro at the Y positions. This
leads to collagen instability and the connective tissue
problems seen in scurvy.

The hydroxylation of specific Pro residues in pro-
collagen, the precursor of collagen, requires the action
of the enzyme prolyl 4-hydroxylase. This enzyme (M,
240,000) is an asB, tetramer in all vertebrates. The
proline-hydroxylating activity is found in the « sub-
units. Each « subunit contains one atom of nonheme
iron (Fe?"), and the enzyme is one of a class of hydrox-
ylases that require a-ketoglutarate in their reactions.

(a) |
O=(‘J u (‘ZOOH
Hc—ci T
| JCH, + CH,  +0,
N—C
C=0
H, ‘
COOH
Pro residue a-Ketoglutarate
(b) (‘DOOH Hz(‘EOH
(EHz HCOH
(0]
CH, +0p+ HC  c=0
\oo/
e T
COOH HO OH
a-Ketoglutarate Ascorbate

FIGURE 2 Reactions catalyzed by prolyl 4-hydroxylase. (a) The normal reaction, coupled to proline
hydroxylation, which does not require ascorbate. The fate of the two oxygen atoms from O, is
shown in red. (b) The uncoupled reaction, in which a-ketoglutarate is oxidatively decarboxylated
without hydroxylation of proline. Ascorbate is consumed stoichiometrically in this process as it is
converted to dehydroascorbate, preventing Fe’™ oxidation.

2+
fe ¢,

In the normal prolyl 4-hydroxylase reaction
(Fig. 2a), one molecule of a-ketoglutarate and one
of O, bind to the enzyme. The a-ketoglutarate is
oxidatively decarboxylated to form CO, and succi-
nate. The remaining oxygen atom is then used to
hydroxylate an appropriate Pro residue in procolla-
gen. No ascorbate is needed in this reaction. How-
ever, prolyl 4-hydroxylase also catalyzes an oxida-
tive decarboxylation of a-ketoglutarate that is not
coupled to proline hydroxylation (Fig. 2b). During
this reaction the heme Fe*" becomes oxidized, inac-
tivating the enzyme and preventing the proline
hydroxylation. The ascorbate consumed in the reac-
tion is needed to restore enzyme activity—by reduc-
ing the heme iron.

Scurvy remains a problem today, not only in
remote regions where nutritious food is scarce but,
surprisingly, on U.S. college campuses. The only veg-
etables consumed by some students are those in
tossed salads, and days go by without these young
adults consuming fruit. A 1998 study of 230 students
at Arizona State University revealed that 10% had
serious vitamin C deficiencies, and 2 students had
vitamin C levels so low that they probably had scurvy.
Only half the students in the study consumed the
recommended daily allowance of vitamin C.

Eat your fresh fruits and vegetables.

| H
HC—Ci _OH POOH
‘ H, (EHz
COOH
4-Hyp residue Succinate
H2(‘30H
HCOH

COOH ‘
0)
+ CO, + HC\/ “c=0

i B
COOH O O
Succinate Dehydroascorbate
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The tight wrapping of the «a chains in the collagen
triple helix provides tensile strength greater than that of
a steel wire of equal cross section. Collagen fibrils (Fig.
4-13) are supramolecular assemblies consisting of triple-
helical collagen molecules (sometimes referred to as
tropocollagen molecules) associated in a variety of ways
to provide different degrees of tensile strength. The «
chains of collagen molecules and the collagen molecules
of fibrils are cross-linked by unusual types of covalent
bonds involving Lys, HyLys (5-hydroxylysine; see Fig,.
3-8a), or His residues that are present at a few of the X
and Y positions. These links create uncommon amino
acid residues such as dehydrohydroxylysinonorleucine.
The increasingly rigid and brittle character of aging con-
nective tissue results from accumulated covalent cross-
links in collagen fibrils.

/ N

N_/

Vs
CH—CH,—CH,—CH,—CH=N—CH,—CH—CH,—CH,—CH

N—H

Osteogenesis imperfecta is characterized by abnormal
bone formation in babies; at least eight variants of this
condition, with different degrees of severity, occur in
the human population. Ehlers-Danlos syndrome is char-
acterized by loose joints, and at least six variants occur
in humans. The composer Niccold Paganini (1782
1840) was famed for his seemingly impossible dexterity
in playing the violin. He suffered from a variant of
Ehlers-Danlos syndrome that rendered him effectively
double-jointed. In both disorders, some variants can be
lethal, whereas others cause lifelong problems.

All of the variants of both conditions result from the
substitution of an amino acid residue with a larger R
group (such as Cys or Ser) for a single Gly residue in an
« chain in one or another collagen protein (a different
Gly residue in each disorder). These single-residue sub-
stitutions have a catastrophic effect on collagen func-
tion because they disrupt the Gly-X-Y repeat that gives
collagen its unique helical structure. Given its role in the
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0=C_ OH ,C=0 collagen triple helix (Fig. 4-12d), Gly cannot be replaced
ool . ) y L - ” by another amino acid residue without substantial del-
° ﬁ:.pnt “ mi:lfsriin:ieno reg’idfe © Zﬁzlpnt '“¢ " eterious effects on collagen structure. W

group (norleucine)

Dehydrohydroxylysinonorleucine

.); A typical mammal has more than 30 structural

variants of collagen, particular to certain tissues
and each somewhat different in sequence and function.
Some human genetic defects in collagen structure illus-
trate the close relationship between amino acid se-
quence and three-dimensional structure in this protein.

Cross-striations

Heads of collagen

molecules 640 A (64 nm)
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Silk Fibroin Fibroin, the protein of silk, is produced by
insects and spiders. Its polypeptide chains are predomi-
nantly in the 8 conformation. Fibroin is rich in Ala and
Gly residues, permitting a close packing of 8 sheets and
an interlocking arrangement of R groups (Fig. 4-14).
The overall structure is stabilized by extensive hydro-
gen bonding between all peptide linkages in the poly-
peptides of each B sheet and by the optimization of van
der Waals interactions between sheets. Silk does not
stretch, because the B conformation is already highly
extended (Fig. 4-6). However, the structure is flexible,
because the sheets are held together by numerous weak
interactions rather than by covalent bonds such as the
disulfide bonds in a-keratins.

Structural Diversity Reflects Functional Diversity
in Globular Proteins

In a globular protein, different segments of the polypep-
tide chain (or multiple polypeptide chains) fold back on
each other, generating a more compact shape than is
seen in the fibrous proteins (Fig. 4-15). The folding
also provides the structural diversity necessary for pro-
teins to carry out a wide array of biological functions.

FIGURE 4-13 Structure of collagen fibrils. Collagen (M, 300,000) is a
rod-shaped molecule, about 3,000 A long and only 15 A thick. Its three
helically intertwined a chains may have different sequences; each chain
has about 1,000 amino acid residues. Collagen fibrils are made up of
collagen molecules aligned in a staggered fashion and cross-linked for
strength. The specific alignment and degree of cross-linking vary with
the tissue and produce characteristic cross-striations in an electron
micrograph. In the example shown here, alignment of the head groups of
every fourth molecule produces striations 640 A (64 nm) apart.
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Gly side
chains
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(b)

Globular proteins include enzymes, transport proteins,
motor proteins, regulatory proteins, immunoglobulins,
and proteins with many other functions.

Our discussion of globular proteins begins with the
principles gleaned from the first protein structures to
be elucidated. This is followed by a detailed description
of protein substructure and comparative categorization.
Such discussions are possible only because of the vast
amount of information available over the Internet from

B Conformation

2,000 X 5 A
a Helix Native globular form
900 X M A 100 X 60 A

FIGURE 4-15 Globular protein structures are compact and varied.
Human serum albumin (M, 64,500) has 585 residues in a single chain.
Given here are the approximate dimensions its single polypeptide chain
would have if it occurred entirely in extended B conformation or as an «
helix. Also shown is the size of the protein in its native globular form, as
determined by x-ray crystallography; the polypeptide chain must be very
compactly folded to fit into these dimensions.

— b

FIGURE 4-14 Structure of silk. The fibers in silk cloth and in a spiderweb
are made up primarily of the protein fibroin. (@) Fibroin consists of layers
of antiparallel B sheets rich in Ala and Gly residues. The small side
chains interdigitate and allow close packing of the sheets, as shown in
the ball-and-stick view. The segments shown would be just a small part
of the fibroin strand. (b) Strands of silk (blue) emerge from the spinner-
ets of a spider in this colorized scanning electron micrograph.

publicly accessible databases, particularly the Protein
Data Bank (Box 4-4).

Myoglobin Provided Early Clues about the Complexity
of Globular Protein Structure

% Protein Architecture—Tertiary Structure of Small Globular Proteins,
II. Myoglobin The first breakthrough in understanding the
three-dimensional structure of a globular protein came
from x-ray diffraction studies of myoglobin carried out
by John Kendrew and his colleagues in the 1950s. Myo-
globin is a relatively small (M, 16,700), oxygen-binding
protein of muscle cells. It functions both to store oxygen
and to facilitate oxygen diffusion in rapidly contracting
muscle tissue. Myoglobin contains a single polypeptide
chain of 153 amino acid residues of known sequence and
a single iron protoporphyrin, or heme, group. The same
heme group that is found in myoglobin is found in
hemoglobin, the oxygen-binding protein of erythrocytes,
and is responsible for the deep red-brown color of both
myoglobin and hemoglobin. Myoglobin is particularly
abundant in the muscles of diving mammals such as the
whale, seal, and porpoise—so abundant that the muscles
of these animals are brown. Storage and distribution of
oxygen by muscle myoglobin permits diving mammals
to remain submerged for long periods. The activities of
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B0OX4-4 The Protein Data Bank

The number of known three-dimensional protein
structures is now in the tens of thousands and more
than doubles every couple of years. This wealth of
information is revolutionizing our understanding of
protein structure, the relation of structure to func-
tion, and the evolutionary paths by which proteins
arrived at their present state, which can be seen in
the family resemblances that come to light as protein
databases are sifted and sorted. One of the most
important resources available to biochemists is the
Protein Data Bank (PDB; www.pdb.org).

The PDB is an archive of experimentally deter-
mined three-dimensional structures of biological macro-
molecules, containing virtually all of the macromolecular
structures (proteins, RNAs, DNAs, etc.) elucidated to
date. Each structure is assigned an identifying label

.

(a four-character identifier called the PDB ID). Such
labels are provided in the figure legends for every PDB-
derived structure illustrated in this text so that students
and instructors can explore the same structures on
their own. The data files in the PDB describe the spatial
coordinates of each atom whose position has been deter-
mined (many of the cataloged structures are not com-
plete). Additional data files provide information on how
the structure was determined and its accuracy. The
atomic coordinates can be converted into an image of
the macromolecule by using structure visualization soft-
ware. Students are encouraged to access the PDB and
explore structures, using visualization software linked to
the database. Macromolecular structure files can also be
downloaded and explored on the desktop, using free
software such as Jmol.

myoglobin and other globin molecules are investigated
in greater detail in Chapter 5.

Figure 4-16 shows several structural representa-
tions of myoglobin, illustrating how the polypeptide
chain is folded in three dimensions—its tertiary struc-
ture. The red group surrounded by protein is heme. The
backbone of the myoglobin molecule consists of eight
relatively straight segments of «a helix interrupted by
bends, some of which are 8 turns. The longest « helix
has 23 amino acid residues and the shortest only 7; all
helices are right-handed. More than 70% of the residues
in myoglobin are in these a-helical regions. X-ray analy-
sis has revealed the precise position of each of the R
groups, which fill up nearly all the space within the
folded chain that is not occupied by backbone atoms.

Many important conclusions were drawn from the
structure of myoglobin. The positioning of amino acid
side chains reflects a structure that derives much of

(a) (b)

FIGURE 4-16 Tertiary structure of sperm whale myoglobin. (PDB ID
TMBO) Orientation of the protein is similar in (a) through (d); the heme
group is shown in red. In addition to illustrating the myoglobin structure,
this figure provides examples of several different ways to display protein
structure. (@) The polypeptide backbone in a ribbon representation of a
type introduced by Jane Richardson, which highlights regions of second-
ary structure. The a-helical regions are evident. (b) Surface contour

— b

its stability from hydrophobic interactions. Most of
the hydrophobic R groups are in the interior of the
molecule, hidden from exposure to water. All but two
of the polar R groups are located on the outer surface
of the molecule, and all are hydrated. The myoglobin
molecule is so compact that its interior has room for
only four molecules of water. This dense hydrophobic
core is typical of globular proteins. The fraction of
space occupied by atoms in an organic liquid is 0.4 to
0.6. In a globular protein the fraction is about 0.75,
comparable to that in a crystal (in a typical crystal the
fraction is 0.70 to 0.78, near the theoretical maxi-
mum). In this packed environment, weak interactions
strengthen and reinforce each other. For example, the
nonpolar side chains in the core are so close together
that short-range van der Waals interactions make a
significant contribution to stabilizing hydrophobic
interactions.

() (d)

image; this is useful for visualizing pockets in the protein where other
molecules might bind. (¢) Ribbon representation including side chains
(yellow) for the hydrophobic residues Leu, Ile, Val, and Phe. (d) Space-
filling model with all amino acid side chains. Each atom is represented
by a sphere encompassing its van der Waals radius. The hydrophobic
residues are again shown in yellow; most are buried in the interior of the
protein and thus not visible.
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Deduction of the structure of myoglobin confirmed
some expectations and introduced some new elements
of secondary structure. As predicted by Pauling and
Corey, all the peptide bonds are in the planar trans con-
figuration. The a helices in myoglobin provided the first
direct experimental evidence for the existence of this
type of secondary structure. Three of the four Pro resi-
dues are found at bends. The fourth Pro residue occurs
within an « helix, where it creates a kink necessary for
tight helix packing.

The flat heme group rests in a crevice, or pocket, in
the myoglobin molecule. The iron atom in the center of
the heme group has two bonding (coordination) posi-
tions perpendicular to the plane of the heme (Fig. 4-17).
One of these is bound to the R group of the His residue
at position 93; the other is the site at which an O, mole-
cule binds. Within this pocket, the accessibility of the
heme group to solvent is highly restricted. This is impor-
tant for function, because free heme groups in an oxy-
genated solution are rapidly oxidized from the ferrous
(Fe®") form, which is active in the reversible binding of
0., to the ferric (Fe*") form, which does not bind O,

As many different myoglobin structures were
resolved, investigators were able to observe the struc-
tural changes that accompany the binding of oxygen or
other molecules and thus, for the first time, to under-
stand the correlation between protein structure and
function. Hundreds of proteins have now been subjected
to similar analysis. Today, nuclear magnetic resonance
(NMR) spectroscopy and other techniques supplement
x-ray diffraction data, providing more information on a
protein’s structure (Box 4-5). In addition, the sequenc-
ing of the genomic DNA of many organisms (Chapter 9)

A 7 NH
_ N_—
HC/C N\F Z C\\CH / N)
N ¢ v
C—N =C
CH- C// | | \C CH
Va AN C\ /C\ 7 3 Fe
CH, C
| H |
CH, CH
A
(a) CH, (b) (02

FIGURE 4-17 The heme group. This group is present in myoglobin,
hemoglobin, cytochromes, and many other proteins (the heme pro-
teins). (@) Heme consists of a complex organic ring structure, protopor-
phyrin, which binds an iron atom in its ferrous (Fe?") state. The iron
atom has six coordination bonds, four in the plane of, and bonded to, the
flat porphyrin molecule and two perpendicular to it. (b) In myoglobin
and hemoglobin, one of the perpendicular coordination bonds is bound
to a nitrogen atom of a His residue. The other is “open” and serves as
the binding site for an O, molecule.
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has identified thousands of genes that encode proteins
of known sequence but, as yet, unknown function; this
work continues apace.

Globular Proteins Have a Variety of
Tertiary Structures

From what we now know about the tertiary structures
of hundreds of globular proteins, it is clear that myoglo-
bin illustrates just one of many ways in which a polypep-
tide chain can fold. Table 4-4 shows the proportions of
« helix and B conformations (expressed as percentage
of residues in each type) in several small, single-chain,
globular proteins. Each of these proteins has a distinct
structure, adapted for its particular biological function,
but together they share several important properties
with myoglobin. Each is folded compactly, and in each
case the hydrophobic amino acid side chains are ori-
ented toward the interior (away from water) and the
hydrophilic side chains are on the surface. The struc-
tures are also stabilized by a multitude of hydrogen
bonds and some ionic interactions.

For the beginning student, the very complex ter-
tiary structures of globular proteins—some much larger
than myoglobin—are best approached by focusing on
common structural patterns, recurring in different and
often unrelated proteins. The three-dimensional struc-
ture of a typical globular protein can be considered an
assemblage of polypeptide segments in the a-helical
and B conformations, linked by connecting segments.
The structure can then be defined by how these seg-
ments stack on one another and how the segments that
connect them are arranged.

To understand a complete three-dimensional
structure, we need to analyze its folding patterns. We
begin by defining two important terms that describe
protein structural patterns or elements in a polypep-
tide chain and then turn to the folding rules.

[LCIAE R Approximate Proportion of v Helix and
B Conformation in Some Single-Chain

Proteins

Residues (%)*
Protein (total residues) a Helix B Conformation
Chymotrypsin (247) 14 45
Ribonuclease (124) 26 35
Carboxypeptidase (307) 38 17
Cytochrome ¢ (104) 39 0
Lysozyme (129) 40 12
Myoglobin (153) 78 0

Source: Data from Cantor, C.R. & Schimmel, P.R. (1980) Biophysical Chemistry, Part I: The
Conformation of Biological Macromolecules, p. 100, W. H. Freeman and Company, New York.

*Portions of the polypeptide chains not accounted for by « helix or B conformation consist
of bends and irregularly coiled or extended stretches. Segments of « helix and 8
conformation sometimes deviate slightly from their normal dimensions and geometry.
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DS METHODS

of a Protein

(a)

X-Ray Diffraction

The spacing of atoms in a crystal lattice can be deter-
mined by measuring the locations and intensities of
spots produced on photographic film by a beam of
x rays of given wavelength, after the beam has been
diffracted by the electrons of the atoms. For example,
x-ray analysis of sodium chloride crystals shows that
Na* and Cl~ ions are arranged in a simple cubic lat-
tice. The spacing of the different kinds of atoms in
complex organic molecules, even very large ones such
as proteins, can also be analyzed by x-ray diffraction
methods. However, the technique for analyzing crys-
tals of complex molecules is far more laborious than
for simple salt crystals. When the repeating pattern of
the crystal is a molecule as large as, say, a protein, the
numerous atoms in the molecule yield thousands of
diffraction spots that must be analyzed by computer.
Consider how images are generated in a light
microscope. Light from a point source is focused on an
object. The object scatters the light waves, and these
scattered waves are recombined by a series of lenses
to generate an enlarged image of the object. The
smallest object whose structure can be determined
by such a system—that is, the resolving power of the
microscope—is determined by the wavelength of the
light, in this case visible light, with wavelengths in
the range of 400 to 700 nm. Objects smaller than half
the wavelength of the incident light cannot be resolved.
To resolve objects as small as proteins we must use x
rays, with wavelengths in the range of 0.7 to 1.5 A
(0.07 to 0.15 nm). However, there are no lenses that
can recombine x rays to form an image; instead, the
pattern of diffracted x rays is collected directly and an
image is reconstructed by mathematical techniques.
The amount of information obtained from x-ray
crystallography depends on the degree of structural

Methods for Determining the Three-Dimensional Structure

order in the sample. Some important structural param-
eters were obtained from early studies of the diffrac-
tion patterns of the fibrous proteins arranged in regular
arrays in hair and wool. However, the orderly bundles
formed by fibrous proteins are not crystals—the mol-
ecules are aligned side by side, but not all are oriented
in the same direction. More detailed three-dimensional
structural information about proteins requires a highly
ordered protein crystal. The structures of many pro-
teins are not yet known, simply because they have
proved difficult to crystallize. Practitioners have com-
pared making protein crystals to holding together a
stack of bowling balls with cellophane tape.
Operationally, there are several steps in x-ray
structural analysis (Fig. 1). A crystal is placed in an
x-ray beam between the x-ray source and a detector,
and a regular array of spots called reflections is gener-
ated. The spots are created by the diffracted x-ray
beam, and each atom in a molecule makes a contribu-
tion to each spot. An electron-density map of the pro-
tein is reconstructed from the overall diffraction pat-
tern of spots by a mathematical technique called a
Fourier transform. In effect, the computer acts as a
“computational lens.” A model for the structure is then
built that is consistent with the electron-density map.
John Kendrew found that the x-ray diffraction
pattern of crystalline myoglobin (isolated from mus-
cles of the sperm whale) is very complex, with nearly
25,000 reflections. Computer analysis of these reflec-
tions took place in stages. The resolution improved at
each stage, until in 1959 the positions of virtually all
the non-hydrogen atoms in the protein had been
determined. The amino acid sequence of the protein,
obtained by chemical analysis, was consistent with
the molecular model. The structures of thousands of
proteins, many of them much more complex than
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myoglobin, have since been determined to a similar
level of resolution.

The physical environment in a crystal, of course,
is not identical to that in solution or in a living cell. A
crystal imposes a space and time average on the
structure deduced from its analysis, and x-ray diffrac-
tion studies provide little information about molecular
motion within the protein. The conformation of pro-
teins in a crystal could in principle also be affected by
nonphysiological factors such as incidental protein-
protein contacts within the crystal. However, when
structures derived from the analysis of crystals are
compared with structural information obtained by
other means (such as NMR, as described below), the
crystal-derived structure almost always represents a
functional conformation of the protein. X-ray crystal-
lography can be applied successfully to proteins too
large to be structurally analyzed by NMR.

Nuclear Magnetic Resonance

An advantage of nuclear magnetic resonance (NMR)
studies is that they are carried out on macromolecules
in solution, whereas x-ray crystallography is limited to
molecules that can be crystallized. NMR can also illu-
minate the dynamic side of protein structure, includ-
ing conformational changes, protein folding, and
interactions with other molecules.

NMR is a manifestation of nuclear spin angular
momentum, a quantum mechanical property of atomic
nuclei. Only certain atoms, including ‘H, *C, N, “F,
and *'P, have the kind of nuclear spin that gives rise to
an NMR signal. Nuclear spin generates a magnetic
dipole. When a strong, static magnetic field is applied
to a solution containing a single type of macromolecule,
the magnetic dipoles are aligned in the field in one of
two orientations, parallel (low energy) or antiparallel

4.3 Protein Tertiary and Quaternary Structures 135

FIGURE 1 Steps in determining the structure of sperm whale myoglobin by
x-ray crystallography. (@) X-ray diffraction patterns are generated from a
crystal of the protein. (b) Data extracted from the diffraction patterns are
used to calculate a three-dimensional electron-density map. The electron
density of only part of the structure, the heme, is shown here. (c) Regions
of greatest electron density reveal the location of atomic nuclei, and this
information is used to piece together the final structure. Here, the heme
structure is modeled into its electron-density map. (d) The completed
structure of sperm whale myoglobin, including the heme (PDB ID 2MBW).

(high energy). A short (~10 ws) pulse of electromag-
netic energy of suitable frequency (the resonant fre-
quency, which is in the radio frequency range) is
applied at right angles to the nuclei aligned in the mag-
netic field. Some energy is absorbed as nuclei switch to
the high-energy state, and the absorption spectrum
that results contains information about the identity of
the nuclei and their immediate chemical environment.
The data from many such experiments on a sample are
averaged, increasing the signal-to-noise ratio, and an
NMR spectrum such as that in Figure 2 is generated.

'H is particularly important in NMR experiments
because of its high sensitivity and natural abundance.
For macromolecules, 'H NMR spectra can become
quite complicated. Even a small protein has hundreds
of 'H atoms, typically resulting in a one-dimensional
NMR spectrum too complex for analysis. Structural
analysis of proteins became possible with the advent
of two-dimensional NMR techniques (Fig. 3). These
methods allow measurement of distance-dependent
coupling of nuclear spins in nearby atoms through
space (the nuclear Overhauser effect (NOE), in a
method dubbed NOESY) or the coupling of nuclear
spins in atoms connected by covalent bonds (total
correlation spectroscopy, or TOCSY).

(Continued on next page)
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FIGURE 2 One-dimensional NMR spectrum of a globin from a marine
blood worm. This protein and sperm whale myoglobin are very close
structural analogs, belonging to the same protein structural family
and sharing an oxygen-transport function.
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1)@ S METHODS

Translating a two-dimensional NMR spectrum into
a complete three-dimensional structure can be a labo-
rious process. The NOE signals provide some informa-
tion about the distances between individual atoms, but
for these distance constraints to be useful, the atoms
giving rise to each signal must be identified. Comple-
mentary TOCSY experiments can help identify which
NOE signals reflect atoms that are linked by covalent
bonds. Certain patterns of NOE signals have been
associated with secondary structures such as « heli-
ces. Genetic engineering (Chapter 9) can be used to
prepare proteins that contain the rare isotopes *C or
N. The new NMR signals produced by these atoms,
and the coupling with 'H signals resulting from these
substitutions, help in the assignment of individual 'H
NOE signals. The process is also aided by a knowledge
of the amino acid sequence of the polypeptide.

To generate a three-dimensional structure,
researchers feed the distance constraints into a com-

| |
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6.0

8.0

(P S i S

10.0

LA N NS R N |'=k‘ PRI ST R
10.0 8.0 6.0 4.0 2.0 00 -20
(a) H chemical shift (ppm)

(b)

Methods for Determining the Three-Dimensional Structure

of a Protein (Continued)

puter along with known geometric constraints such as
chirality, van der Waals radii, and bond lengths and
angles. The computer generates a family of closely
related structures that represent the range of confor-
mations consistent with the NOE distance constraints
(Fig. 3c). The uncertainty in structures generated by
NMR is in part a reflection of the molecular vibrations
(known as breathing) within a protein structure in
solution, discussed in more detail in Chapter 5. Nor-
mal experimental uncertainty can also play a role.

Protein structures determined by both x-ray crys-
tallography and NMR generally agree well. In some
cases, the precise locations of particular amino acid
side chains on the protein exterior are different, often
because of effects related to the packing of adjacent
protein molecules in a crystal. The two techniques
together are at the heart of the rapid increase in the
availability of structural information about the macro-
molecules of living cells.

FIGURE 3 Use of two-dimensional NMR to generate a three-dimensional
structure of a globin, the same protein used to generate the data in
Figure 2. The diagonal in a two-dimensional NMR spectrum is equivalent
to a one-dimensional spectrum. The off-diagonal peaks are NOE signals
generated by close-range interactions of 'H atoms that may generate
signals quite distant in the one-dimensional spectrum. Two such interac-
tions are identified in (@), and their identities are shown with blue lines
in (b) (PDB ID 1VRF). Three lines are drawn for interaction 2 between
a methyl group in the protein and a hydrogen on the heme. The methyl
group rotates rapidly such that each of its three hydrogens contributes
equally to the interaction and the NMR signal. Such information is used
to determine the complete three-dimensional structure (PDB ID 1VRE),
as in (c). The multiple lines shown for the protein backbone in (c) rep-
resent the family of structures consistent with the distance constraints
in the NMR data. The structural similarity with myoglobin (Fig. 1) is
evident. The proteins are oriented in the same way in both figures.

(o)
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The first term is motif, also called a fold or (more
rarely) supersecondary structure. A motif or fold is
a recognizable folding pattern imvolving two or more
elements of secondary structure and the connection(s)
between them. A motif can be very simple, such as two
elements of secondary structure folded against each
other, and represent only a small part of a protein. An
example is a B-a-B loop (Fig. 4-18a). A motif can also
be a very elaborate structure involving scores of protein
segments folded together, such as the B barrel (Fig.
4-18b). In some cases, a single large motif may com-
prise the entire protein. The terms “motif” and “fold”
are often used interchangeably, although “fold” is
applied more commonly to somewhat more complex
folding patterns. The terms encompass any advanta-
geous folding pattern and are useful for describing such
patterns. The segment defined as a motif or fold may or
may not be independently stable. We have already
encountered a well-studied motif, the coiled coil of
a-keratin, which is also found in some other proteins.
The distinctive arrangement of eight « helices in myo-
globin is replicated in all globins and is called the globin
fold. Note that a motif is not a hierarchical structural
element falling between secondary and tertiary struc-
ture. It is simply a folding pattern. The synonymous
term “supersecondary structure” is thus somewhat mis-
leading because it suggests hierarchy.

The second term for describing structural patterns
is domain. A domain, as defined by Jane Richardson in
1981, is a part of a polypeptide chain that is indepen-
dently stable or could undergo movements as a single
entity with respect to the entire protein. Polypeptides
with more than a few hundred amino acid residues often
fold into two or more domains, sometimes with different
functions. In many cases, a domain from a large protein
will retain its native three-dimensional structure even
when separated (for example, by proteolytic cleavage)
from the remainder of the polypeptide chain. In a pro-
tein with multiple domains, each domain may appear as

(a) B-a-B Loop (b)

B Barrel

FIGURE 4-18 Motifs. (@) A simple motif, the B-a-B loop. (b) A more
elaborate motif, the B barrel. This B barrel is a single domain of
a-hemolysin (a toxin that kills a cell by creating a hole in its membrane)
from the bacterium Staphylococcus aureus (derived from PDB ID 7AHL).
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FIGURE 4-19 Structural domains in the polypeptide troponin C. (PDB
ID 4TNC) This calcium-binding protein, associated with muscle, has
two separate calcium-binding domains, shown here in brown and blue.

a distinct globular lobe (Fig. 4-19); more commonly,
extensive contacts between domains make individual
domains hard to discern. Different domains often have
distinct functions, such as the binding of small molecules
or interaction with other proteins. Small proteins usually
have only one domain (the domain s the protein).

Folding of polypeptides is subject to an array of
physical and chemical constraints, and several rules
have emerged from studies of common protein folding
patterns.

1. Hydrophobic interactions make a large
contribution to the stability of protein structures.
Burial of hydrophobic amino acid R groups so as to
exclude water requires at least two layers of
secondary structure. Simple motifs, such as the
B-a-B loop (Fig. 4-18a), create two such layers.

2. Where they occur together in a protein, « helices
and B sheets generally are found in different
structural layers. This is because the backbone of
a polypeptide segment in the B8 conformation
(Fig. 4-6) cannot readily hydrogen-bond to an «
helix that is adjacent to it.

3. Segments adjacent to each other in the amino acid
sequence are usually stacked adjacent to each
other in the folded structure. Distant segments of
a polypeptide may come together in the tertiary
structure, but this is not the norm.

4. The B conformation is most stable when the
individual segments are twisted slightly in a right-
handed sense. This influences both the
arrangement of 8 sheets derived from the twisted
segments and the path of the polypeptide
connections between them. Two parallel 8 strands,
for example, must be connected by a crossover
strand (Fig. 4-20a). In principle, this crossover
could have a right- or left-handed conformation,
but in proteins it is almost always right-handed.
Right-handed connections tend to be shorter
than left-handed connections and tend to bend
through smaller angles, making them easier to
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Crossover connection
(rarely observed)
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Typical connections
in an all-8 motif

= =

(b) Right-handed connection
between 8 strands

Y .
-

(o) Twisted 8 sheet

Left-handed connection
between 8 strands
(very rare)

FIGURE 4-20 Stable folding patterns in proteins. (a) Connections
between B strands in layered B sheets. The strands here are viewed
from one end, with no twisting. Thick lines represent connections at the
ends nearest the viewer; thin lines are connections at the far ends of the
B strands. The connections at a given end (e.g., near the viewer) rarely
cross one another. An example of such a rare crossover is illustrated by
the yellow strand in the structure on the right. (b) Because of the right-
handed twist in B strands, connections between strands are generally
right-handed. Left-handed connections must traverse sharper angles
and are harder to form. (¢) This twisted B sheet is from a domain of
photolyase (a protein that repairs certain types of DNA damage) from
(derived from PDB ID 1DNP). Connecting loops have been
removed so as to focus on the folding of the B sheet.

E. coli

form. The twisting of B sheets also leads to a
characteristic twisting of the structure formed by
many such segments together, as seen in the 8
barrel (Fig. 4-18b) and twisted B sheet (Fig.
4-20c), which form the core of many larger
structures.

Following these rules, complex motifs can be built up
from simple ones. For example, a series of B-a-B loops
arranged so that the 8 strands form a barrel creates a
particularly stable and common motif, the a/8 barrel
(Fig. 4-21). In this structure, each parallel 8 segment
is attached to its neighbor by an a-helical segment. All
connections are right-handed. The /B barrel is found in
many enzymes, often with a binding site (for a cofactor
or substrate) in the form of a pocket near one end of the
barrel. Note that domains with similar folding patterns
are said to have the same motif even though their con-
stituent a helices and B sheets may differ in length.

— b

) B-a- Loop

o/ Barrel

FIGURE 4-21 Constructing large motifs from smaller ones. The «/B
barrel is a commonly occurring motif constructed from repetitions of the
B-a-B loop motif. This a/B barrel is a domain of pyruvate kinase (a
glycolytic enzyme) from rabbit (derived from PDB ID TPKN).

Protein Motifs Are the Basis for Protein
Structural Classification

& Protein Architecture—Tertiary Structure of Large Globular Proteins,
IV. Structural Classification of Proteins As we have seen,
understanding the complexities of tertiary structure is
made easier by considering substructures. Taking this
idea further, researchers have organized the complete
contents of protein databases according to hierarchi-
cal levels of structure. All of these databases rely on
data and information deposited in the Protein Data
Bank. The Structural Classification of Proteins (SCOP)
database is a good example of this important trend in
biochemistry. At the highest level of classification, the
SCOP database (http://scop.mrc-lmb.cam.ac.uk/scop)
borrows a scheme already in common use, with four
classes of protein structure: all a, all B, a/B (With «
and B segments interspersed or alternating), and a + 8
(with @ and B regions somewhat segregated). Each
class includes tens to hundreds of different folding
arrangements (motifs), built up from increasingly
identifiable substructures. Some of the substructure
arrangements are very common; others have been
found in just one protein. Figure 4-22 shows a variety
of motifs arrayed among the four classes of protein
structure; this is just a minute sample of the hundreds
of known motifs. The number of folding patterns is not
infinite, however. As the rate at which new protein
structures are elucidated has increased, the fraction
of those structures containing a new motif has steadily
declined. Fewer than 1,000 different folds or motifs may
exist in all. Figure 4-22 also shows how proteins can
be organized based on the presence of the various
motifs. The top two levels of organization, elass and
fold, are purely structural. Below the fold level (see
color key in Fig. 4-22), categorization is based on
evolutionary relationships.
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1LXA

Single-stranded left-handed B helix

Trimeric LpxA-like enzymes

UDP N-acetylglucosamine acyltransferase

UDP N-acetylglucosamine acyltransferase
I Escherichia coli

1PEX

Four-bladed B propeller

Hemopexin-like domain

Hemopexin-like domain

Collagenase-3 (MMP-13),
carboxyl-terminal domain

Human (Homo sapiens)

All e
1A06 1BCF 1GAI
I Serum albumin Ferritin-like a/a toroid
I PDB identifier Serum albumin Ferritin-like Six-hairpin glycosyltransferase
Fold Serum albumin Ferritin Glucoamylase
Superfamily Serum albumin Bacterioferritin (cytochrome b,) Glucoamylase
Family I Human (Homo sapiens) I Escherichia coli Aspergillus awamori,
~ Protein variant x100
Species
AllB

1CD8
Immunoglobulin-like 8 sandwich
Immunoglobulin

V set domains (antibody variable domain-like)

CD8
Human (Homo sapiens)

1DEH
I NAD(P)-binding Rossmann-fold domains
NAD(P)-binding Rossmann-fold domains
Alcohol/glucose dehydrogenases,
carboxyl-terminal domain
Alcohol dehydrogenase
I Human (Homo sapiens)

1DUB

ClpP/crotonase

ClpP/crotonase

Crotonase-like

Enoyl-CoA hydratase (crotonase)
ﬂ Rat (Rattus norvegicus)

TPFK
Phosphofructokinase
Phosphofructokinase
Phosphofructokinase
ATP-dependent
phosphofructokinase
. Escherichia coli

FIGURE 4-22 Organization of proteins based on motifs. Shown here are a
few of the hundreds of known stable motifs divided into four classes: all «, all
B, a/B, and a + B. Structural classification data from the SCOP (Structural
Classification of Proteins) database (http://scop.mrc-Imb.cam.ac.uk/scop)
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are also provided (see the color key). The PDB identifier (listed first for each
structure) is the unique accession code given to each structure archived in
the Protein Data Bank (www.pdb.org). The a/B, barrel (see Fig. 4-21) is

another particularly common a/B motif. (Continued on next page)
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at+p

|| 2PIL
Pilin

Fold Pilin

Superfamily Pilin

Family Pilin

Protein B Neisseria gonorrhoeae I Escherichia coli
[l Species

I PDB identifier

1SYN

I Thymidylate synthase/dCMP hydroxymethylase ' GFP-like
Thymidylate synthase/dCMP hydroxymethylase
Thymidylate synthase/dCMP hydroxymethylase
Thymidylate synthase

GFP-like

Fluorescent proteins

Green fluorescent protein, GFP
I Jellyfish (Aequorea victoria)

FIGURE 4-22 (Continued)

Many examples of recurring domain or motif struc-
tures are available, and these reveal that protein tertiary
structure is more reliably conserved than amino acid
sequence. The comparison of protein structures can thus
provide much information about evolution. Proteins with
significant similarity in primary structure and/or with
similar tertiary structure and function are said to be in
the same protein family. A strong evolutionary rela-
tionship is usually evident within a protein family. For
example, the globin family has many different proteins
with both structural and sequence similarity to myoglo-
bin (as seen in the proteins used as examples in Box 4-5
and in Chapter 5). Two or more families with little simi-
larity in amino acid sequence sometimes make use of the
same major structural motif and have functional similari-
ties; these families are grouped as superfamilies. An
evolutionary relationship among families in a superfamily
is considered probable, even though time and functional
distinctions—that is, different adaptive pressures—may
have erased many of the telltale sequence relationships.
A protein family may be widespread in all three domains
of cellular life, the Bacteria, Archaea, and Eukarya, sug-
gesting an ancient origin. Many proteins involved in
intermediary metabolism and the metabolism of nucleic
acids and proteins fall into this category. Other families
may be present in only a small group of organisms, indi-
cating that the structure arose more recently. Tracing
the natural history of structural motifs, using structural
classifications in databases such as SCOP, provides a
powerful complement to sequence analyses in tracing
evolutionary relationships. The SCOP database is curat-
ed manually, with the objective of placing proteins in the
correct evolutionary framework based on conserved
structural features.

Structural motifs become especially important in
defining protein families and superfamilies. Improved
classification and comparison systems for proteins lead

— b

inevitably to the elucidation of new functional relation-
ships. Given the central role of proteins in living sys-
tems, these structural comparisons can help illuminate
every aspect of biochemistry, from the evolution of indi-
vidual proteins to the evolutionary history of complete
metabolic pathways.

Protein Quaternary Structures Range from Simple
Dimers to Large Complexes

& Protein Architecture—Quaternary Structure Many proteins
have multiple polypeptide subunits (from two to hun-
dreds). The association of polypeptide chains can serve a
variety of functions. Many multisubunit proteins have
regulatory roles; the binding of small molecules may
affect the interaction between subunits, causing large
changes in the protein’s activity in response to small
changes in the concentration of substrate or regulatory
molecules (Chapter 6). In other cases, separate sub-
units take on separate but related functions, such as
catalysis and regulation. Some associations, such as the
fibrous proteins considered earlier in this chapter and the
coat proteins of viruses, serve primarily structural roles.
Some very large protein assemblies are the site of com-
plex, multistep reactions. For example, each ribosome,
the site of protein synthesis, incorporates dozens of pro-
tein subunits along with a number of RNA molecules.

A multisubunit protein is also referred to as a multi-
mer. A multimer with just a few subunits is often called an
oligomer. If a multimer has nonidentical subunits, the
overall structure of the protein can be asymmetric and
quite complicated. However, most multimers have identi-
cal subunits or repeating groups of nonidentical subunits,
usually in symmetric arrangements. As noted in Chapter 3,
the repeating structural unit in such a multimeric protein,
whether a single subunit or a group of subunits, is called a
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protomer. Greek letters are sometimes used to distinguish
the individual subunits that make up a protomer.

The first oligomeric protein to have its three-
dimensional structure determined was hemoglobin
(M, 64,500), which contains four polypeptide chains and
four heme prosthetic groups, in which the iron atoms are
in the ferrous (Fe®") state (Fig. 4-17). The protein por-
tion, the globin, consists of two « chains (141 residues
each) and two B chains (146 residues each). Note that
in this case, « and B8 do not refer to secondary struc-
tures. In a practice that can be confusing to the begin-
ning student, the Greek letters @ and 8 (and vy and 6, and
others) are often used to distinguish two different kinds
of subunits within a multisubunit protein, regardless of
what kinds of secondary structure may predominate in
the subunits. Because hemoglobin is four times as large
as myoglobin, much more time and effort were required
to solve its three-dimensional structure by x-ray analysis,
finally achieved by Max Perutz, John Kendrew, and their
colleagues in 1959. The subunits of hemoglobin are
arranged in symmetric pairs (Fig. 4-23), each pair having
one « and one B subunit. Hemoglobin can therefore be
described either as a tetramer or as a dimer of af3 pro-
tomers. The role these distinct subunits play in hemoglo-
bin function is discussed extensively in Chapter 5.

Max Perutz, 1914-2002 (left), and John Kendrew, 1917-1997

4.3 Protein Tertiary and Quaternary Structures 141

Some Proteins or Protein Segments
Are Intrinsically Disordered

In spite of decades of progress in the understanding of
protein structure, many proteins cannot be crystallized,
making it difficult to determine their three-dimensional
structure by methods now considered classical (see
Box 4-5). Even where crystallization succeeds, parts of
the protein are often sufficiently disordered within the
crystal that the determined structure does not include
those parts. Sometimes, this is due to subtle features of
the structure that render crystallization difficult. However,
the reason can be more straightforward: some proteins or
protein segments lack an ordered structure in solution.
The concept that some proteins function in the
absence of a definable structure is a product of the reas-
sessment of data involving many different proteins. As
many as a third of all human proteins may be unstruc-
tured or have significant unstructured segments. All
organisms have some proteins that fall into this category.
Intrinsically disordered proteins have properties
that are distinct from classical structured proteins.
They lack a hydrophobic core, and instead are charac-
terized by high densities of charged amino acid residues
such as Lys, Arg, and Glu. Pro residues are also promi-
nent, as they tend to disrupt ordered structures.
Structural disorder and high charge density can
facilitate the function of some proteins as spacers, insu-
lators, or linkers in larger structures. Other disordered
proteins are scavengers, binding up ions and small mol-
ecules in solution and serving as reservoirs or garbage
dumps. However, many intrinsically disordered proteins
are at the heart of important protein interaction net-
works. The lack of an ordered structure can facilitate a
kind of functional promiscuity, allowing one protein to
interact with multiple partners. Some intrinsically disor-
dered proteins act to inhibit the action of other proteins
by an unusual mechanism: wrapping around their pro-
tein targets. One disordered protein may have several or
even dozens of protein partners. The structural disorder
allows the inhibitor protein to wrap around the multiple

FIGURE 4-23 Quaternary structure of
deoxyhemoglobin. (PDB ID 2HHB) X-ray
diffraction analysis of deoxyhemoglobin
(hemoglobin without oxygen molecules
bound to the heme groups) shows how
the four polypeptide subunits are packed
together. (@ A ribbon representation
reveals the secondary structural elements
of the structure and the positioning of all
the heme cofactors. (b) A surface contour
model shows the pockets in which the
heme cofactors are bound and helps to
visualize subunit packing. The a subunits
are shown in shades of gray; the B sub-
units in shades of blue. Note that the
heme groups (red) are relatively far apart.
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targets in different ways. The intrinsically disordered
protein p27 plays a key role in controlling mammalian
cell division. This protein lacks definable structure in
solution. It wraps around and thus inhibits the action of
several enzymes called protein kinases (see Chapter 6)
that facilitate cell division. The flexible structure of p27
allows it to accommodate itself to its different target
proteins. Human tumor cells, which are simply cells that
have lost the capacity to control cell division normally,
generally have reduced levels of p27; the lower the lev-
els of p27, the poorer the prognosis for the cancer
patient. Similarly, intrinsically disordered proteins are
often present as hubs or scaffolds at the center of pro-
tein networks that constitute signaling pathways. These
proteins, or parts of them, may interact with many dif-
ferent binding partners. They often take on a structure
when they interact with other proteins, but the struc-
ture they assume may vary with different binding part-
ners. The mammalian protein p53 is also critical in the
control of cell division. It features both structured and
unstructured segments, and the different segments
interact with dozens of other proteins. An unstructured
region of pb3 at the carboxyl terminus interacts with at
least four different binding partners and assumes a dif-
ferent structure in each of the complexes (Fig. 4-24).
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SUMMARY 4.3 Protein Tertiary and Quaternary Structures

» Tertiary structure is the complete three-
dimensional structure of a polypeptide chain.
Many proteins fall into one of two general classes
of proteins based on tertiary structure: fibrous and

globular.

Fibrous proteins, which serve mainly structural
roles, have simple repeating elements of secondary
structure.

Globular proteins have more complicated tertiary
structures, often containing several types of
secondary structure in the same polypeptide
chain. The first globular protein structure to be
determined, by x-ray diffraction methods, was that
of myoglobin.

The complex structures of globular proteins can
be analyzed by examining folding patterns called
motifs (also called folds or supersecondary
structures). The thousands of known protein
structures are generally assembled from a
repertoire of only a few hundred motifs. Domains
are regions of a polypeptide chain that can fold
stably and independently.
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FIGURE 4-24 Binding of the intrinsically disordered carboxyl termi-
nus of p53 protein to its binding partners. (a) The p53 protein is
made up of several different segments (PDB ID 1XQH). Only the cen-
tral domain is well ordered. (b) The linear sequence of the p53 protein
is depicted as a colored bar. The overlaid graph presents a plot of the
PONDR (Predictor of Natural Disordered Regions) score versus the
protein sequence. PONDR is one of the best available algorithms for
predicting the likelihood that a given amino acid residue is in a region
of intrinsic disorder, based on the surrounding amino acid sequence
and amino acid composition. A score of 1.0 indicates a probability of
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100% that a protein will be disordered. In the actual protein structure,
the tan central domain is ordered. The amino-terminal (blue) and car-
boxyl-terminal (red) regions are disordered. The very end of the car-
boxyl-terminal region has multiple binding partners and folds when it
binds to each of them; however, the three-dimensional structure that
is assumed when binding occurs is different for each of the interac-
tions shown, and thus the color of this carboxyl-terminal segment (11
to 20 residues) is shown in a different color in each complex (cyclin A,
PDB ID 1H26; sirtuin, PDB ID TMA3; CBP bromo domain, PDB ID 1JSP;
s100B(BB), PDB ID 1DT7).
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» Quaternary structure results from interactions
between the subunits of multisubunit (multimeric)
proteins or large protein assemblies. Some
multimeric proteins have a repeated unit
consisting of a single subunit or a group of
subunits, each unit called a protomer.

» Some proteins or protein segments are intrinsically
disordered, lacking definable structure. These
proteins have distinctive amino acid compositions
that allow a more flexible structure. Some of these
disordered proteins function as structural
components or scavengers; others can interact
with many different protein partners, serving as
versatile inhibitors or as central components of
protein interaction networks.

4.4 Protein Denaturation and Folding

Proteins lead a surprisingly precarious existence. As we
have seen, a native protein conformation is only margin-
ally stable. In addition, most proteins must maintain
conformational flexibility to function. The continual main-
tenance of the active set of cellular proteins required
under a given set of conditions is called proteostasis.
Cellular proteostasis requires the coordinated function
of pathways for protein synthesis and folding, the
refolding of proteins that are partially unfolded, and the
sequestration and degradation of proteins that have
been irreversibly unfolded. In all cells, these networks
involve hundreds of enzymes and specialized proteins.

As seen in Figure 4-25, the life of a protein encom-
passes much more than its synthesis and later degrada-
tion. The marginal stability of most proteins can produce
a tenuous balance between folded and unfolded states.
As proteins are synthesized on ribosomes (Chapter 27),
they must fold into their native conformations. Some-
times this occurs spontaneously, but more often it
occurs with the assistance of specialized enzymes and
complexes called chaperones. Many of these same fold-
ing helpers function to refold proteins that become
transiently unfolded. Proteins that are not properly
folded often have exposed hydrophobic surfaces that
render them “sticky,” leading to the formation of inac-
tive aggregates. These aggregates may lack their normal
function but are not inert; their accumulation in cells
lies at the heart of diseases ranging from diabetes to
Parkinson and Alzheimer diseases. Not surprisingly, all
cells have elaborate pathways for recycling and/or
degrading proteins that are irreversibly misfolded.

The transitions between the folded and unfolded
states, and the network of pathways that control these
transitions, now become our focus.

Loss of Protein Structure Results in Loss of Function

Protein structures have evolved to function in particular
cellular environments. Conditions different from those
in the cell can result in protein structural changes, large
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FIGURE 4-25 Pathways that contribute to proteostasis. Three kinds of pro-
cesses contribute to proteostasis, in some cases with multiple contribut-
ing pathways. First, proteins are synthesized on a ribosome. Second,
multiple pathways contribute to protein folding, many of which involve
the activity of complexes called chaperones. Chaperones (including
chaperonins) also contribute to the refolding of proteins that are partially
and transiently unfolded. Finally, proteins that are irreversibly unfolded are
subject to sequestration and degradation by several additional pathways.
Partially unfolded proteins and protein-folding intermediates that escape
the quality-control activities of the chaperones and degradative pathways
may aggregate, forming both disordered aggregates and ordered amyloid-
like aggregates that contribute to disease and aging processes.

and small. A loss of three-dimensional structure suffi-
cient to cause loss of function is called denaturation.
The denatured state does not necessarily equate with
complete unfolding of the protein and randomization of
conformation. Under most conditions, denatured pro-
teins exist in a set of partially folded states.

Most proteins can be denatured by heat, which has
complex effects on many weak interactions in a protein
(primarily on the hydrogen bonds). If the temperature
is increased slowly, a protein’s conformation generally
remains intact until an abrupt loss of structure (and
function) occurs over a narrow temperature range
(Fig. 4-26). The abruptness of the change suggests
that unfolding is a cooperative process: loss of structure
in one part of the protein destabilizes other parts. The
effects of heat on proteins are not readily predictable.
The very heat-stable proteins of thermophilic bacteria
and archaea have evolved to function at the tempera-
ture of hot springs (~100 °C). Yet the structures of
these proteins often differ only slightly from those of
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FIGURE 4-26 Protein denaturation. Results are shown for proteins
denatured by two different environmental changes. In each case, the
transition from the folded to the unfolded state is abrupt, suggesting
cooperativity in the unfolding process. (@) Thermal denaturation of
horse apomyoglobin (myoglobin without the heme prosthetic group)
and ribonuclease A (with its disulfide bonds intact; see Fig. 4-27). The
midpoint of the temperature range over which denaturation occurs is
called the melting temperature, or T, Denaturation of apomyoglobin
was monitored by circular dichroism (see Fig. 4-10), which measures
the amount of helical structure in the protein. Denaturation of ribonu-
clease A was tracked by monitoring changes in the intrinsic fluores-
cence of the protein, which is affected by changes in the environment
of Trp residues. (b) Denaturation of disulfide-intact ribonuclease A by
guanidine hydrochloride (GdnHCI), monitored by circular dichroism.

homologous proteins derived from bacteria such as
FEscherichia coli. How these small differences promote
structural stability at high temperatures is imperfectly
understood.

Proteins can also be denatured by extremes of pH,
by certain miscible organic solvents such as alcohol or
acetone, by certain solutes such as urea and guanidine
hydrochloride, or by detergents. Each of these denaturing
agents represents a relatively mild treatment in the
sense that no covalent bonds in the polypeptide chain
are broken. Organic solvents, urea, and detergents act
primarily by disrupting the hydrophobic interactions
that make up the stable core of globular proteins; urea
also disrupts hydrogen bonds; extremes of pH alter the
net charge on the protein, causing electrostatic repul-
sion and the disruption of some hydrogen bonding. The
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denatured structures resulting from these various treat-
ments are not necessarily the same.

Denaturation often leads to protein precipitation, a
consequence of protein aggregate formation as exposed
hydrophobic surfaces associate. The aggregates are
often highly disordered. The protein precipitate that is
seen after boiling an egg white is one example. More-
ordered aggregates are also observed in some proteins,
as we shall see.

Amino Acid Sequence Determines Tertiary Structure

The tertiary structure of a globular protein is determined
by its amino acid sequence. The most important proof of
this came from experiments showing that denaturation of
some proteins is reversible. Certain globular proteins
denatured by heat, extremes of pH, or denaturing reagents
will regain their native structure and their biological activ-
ity if returned to conditions in which the native conforma-
tion is stable. This process is called renaturation.

A classic example is the denaturation and renatur-
ation of ribonuclease A, demonstrated by Christian
Anfinsen in the 1950s. Purified ribonuclease A denatures
completely in a concentrated urea solution in the pres-
ence of a reducing agent. The reducing agent cleaves the
four disulfide bonds to yield eight Cys residues, and the
urea disrupts the stabilizing hydrophobic interactions,
thus freeing the entire polypeptide from its folded con-
formation. Denaturation of ribonuclease is accompanied
by a complete loss of catalytic activity. When the urea
and the reducing agent are removed, the randomly
coiled, denatured ribonuclease spontaneously refolds
into its correct tertiary structure, with full restoration of
its catalytic activity (Fig. 4-27). The refolding of ribo-
nuclease is so accurate that the four intrachain disulfide
bonds are re-formed in the same positions in the rena-
tured molecule as in the native ribonuclease. Later, simi-
lar results were obtained using chemically synthesized,
catalytically active ribonuclease A. This eliminated the
possibility that some minor contaminant in Anfinsen’s
purified ribonuclease preparation might have contribut-
ed to the renaturation of the enzyme, thus dispelling any
remaining doubt that this enzyme folds spontaneously.

The Anfinsen experiment provided the first evi-
dence that the amino acid sequence of a polypeptide
chain contains all the information required to fold the
chain into its native, three-dimensional structure. Sub-
sequent work has shown that only a minority of pro-
teins, many of them small and inherently stable, will fold
spontaneously into their native form. Even though all
proteins have the potential to fold into their native
structure, many require some assistance.

Polypeptides Fold Rapidly by a Stepwise Process

In living cells, proteins are assembled from amino acids
at a very high rate. For example, E. coli cells can make
a complete, biologically active protein molecule contain-
ing 100 amino acid residues in about 5 seconds at 37 °C.
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FIGURE 4-27 Renaturation of unfolded, denatured ribonuclease.

Urea denatures the ribonuclease, and mercaptoethanol (HOCH,CH,SH)
reduces and thus cleaves the disulfide bonds to yield eight Cys residues.
Renaturation involves reestablishing the correct disulfide cross-links.

However, the synthesis of peptide bonds on the ribo-
some is not enough; the protein must fold.

How does the polypeptide chain arrive at its native
conformation? Let’s assume conservatively that each of
the amino acid residues could take up 10 different con-
formations on average, giving 10'%° different conforma-
tions for the polypeptide. Let’s also assume that the
protein folds spontaneously by a random process in
which it tries out all possible conformations around
every single bond in its backbone until it finds its native,
biologically active form. If each conformation were sam-
pled in the shortest possible time (~10"*? second, or the
time required for a single molecular vibration), it would
take about 107 years to sample all possible conforma-
tions. Clearly, protein folding is not a completely ran-
dom, trial-and-error process. There must be shortcuts.
This problem was first pointed out by Cyrus Levinthal in
1968 and is sometimes called Levinthal’'s paradox.

The folding pathway of a large polypeptide chain is
unquestionably complicated. However, rapid progress
has been made in this field, sufficient to produce robust
algorithms that can often predict the structure of smaller
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proteins on the basis of their amino acid sequences. The
major folding pathways are hierarchical. Local secondary
structures form first. Certain amino acid sequences fold
readily into « helices or B8 sheets, guided by constraints
such as those reviewed in our discussion of secondary
structure. Ionic interactions, involving charged groups
that are often near one another in the linear sequence of
the polypeptide chain, can play an important role in guid-
ing these early folding steps. Assembly of local struc-
tures is followed by longer-range interactions between,
say, two elements of secondary structure that come
together to form stable folded structures. Hydrophobic
interactions play a significant role throughout the pro-
cess, as the aggregation of nonpolar amino acid side
chains provides an entropic stabilization to intermedi-
ates and, eventually, to the final folded structure. The
process continues until complete domains form and the
entire polypeptide is folded (Fig. 4-28). Notably, pro-
teins dominated by close-range interactions (between
pairs of residues generally located near each other in
the polypeptide sequence) tend to fold faster than pro-
teins with more complex folding patterns and many
long-range interactions between different segments. As
larger proteins with multiple domains are synthesized,
domains near the amino terminus (which are synthesized

Amino acid sequence of a 56-residue peptide
MTYKLILNGKTLKGETTTEAVDAATAEKVFKQYANDNGVDGEWTYDDATKTFTVTE

S
/ 8-15 / 30-37 45—52>

/

\ 43-54
28-39
6-17 /
\ /‘ 41-56
1-20 N

1-56

FIGURE 4-28 A protein-folding pathway as defined for a small protein. A
hierarchical pathway is shown, based on computer modeling. Small regions
of secondary structure are assembled first and then gradually incorporated
into larger structures. The program used for this model has been highly
successful in predicting the three-dimensional structure of small proteins
from their amino acid sequence. The numbers indicate the amino acid resi-
dues in this 56 residue peptide that have acquired their final structure in
each of the steps shown.
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first) may fold before the entire polypeptide has been
assembled.

Thermodynamically, the folding process can be
viewed as a kind of free-energy funnel (Fig. 4-29). The
unfolded states are characterized by a high degree of
conformational entropy and relatively high free energy.
As folding proceeds, the narrowing of the funnel reflects
the decrease in the conformational space that must be
searched as the protein approaches its native state.
Small depressions along the sides of the free-energy
funnel represent semistable intermediates that can
briefly slow the folding process. At the bottom of the
funnel, an ensemble of folding intermediates has been
reduced to a single native conformation (or one of a
small set of native conformations). The funnels can
have a variety of shapes depending on the complexity
of the folding pathway, the existence of semistable
intermediates, and the potential for particular interme-
diates to assemble into aggregates of misfolded proteins
(Fig. 4-29).

Thermodynamic stability is not evenly distributed
over the structure of a protein—the molecule has
regions of relatively high stability and others of low or
negligible stability. For example, a protein may have
two stable domains joined by a segment that is entirely
disordered. Regions of low stability may allow a protein
to alter its conformation between two or more states. As
we shall see in the next two chapters, variations in the
stability of regions within a protein are often essential to

(a (b)

FIGURE 4-29 The thermodynamics of protein folding depicted as free-
energy funnels. As proteins fold, the conformational space that can be
explored by the structure is constrained. This is modeled as a three-
dimensional thermodynamic funnel, with AG represented as depth and
with the native structure (N) at the bottom (lowest free-energy point) of
the funnel. The funnel for a given protein can have a variety of shapes,
depending on the number and types of folding intermediates in the folding
pathways. Any folding intermediate with significant stability and a finite
lifetime would be represented as a local free-energy minimum—a depres-
sion on the surface of the funnel. (@) A simple but relatively wide and
smooth funnel represents a protein that has multiple folding pathways
(that is, the order in which different parts of the protein fold would be
somewhat random), but it assumes its three-dimensional structure with no
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protein function. Intrinsically disordered proteins or
protein segments do not fold at all.

As our understanding of protein folding and protein
structure improves, increasingly sophisticated computer
programs for predicting the structure of proteins from
their amino acid sequence are being developed. Predic-
tion of protein structure is a specialty field of bioinfor-
matics, and progress in this area is monitored with a
biennial test called the CASP (Critical Assessment of
Structural Prediction) competition. Entrants from around
the world vie to predict the structure of an assigned
protein (whose structure has been determined but not
yet published). The most successful teams are invited
to present their results at a CASP conference. The suc-
cess of these efforts is improving rapidly.

Some Proteins Undergo Assisted Folding

Not all proteins fold spontaneously as they are synthe-
sized in the cell. Folding for many proteins requires
chaperones, proteins that interact with partially folded
or improperly folded polypeptides, facilitating correct
folding pathways or providing microenvironments in
which folding can occur. Several types of molecular chap-
erones are found in organisms ranging from bacteria to
humans. Two major families of chaperones, both well
studied, are the Hsp70 family and the chaperonins.
The Hsp70 family of proteins generally have a
molecular weight near 70,000 and are more abundant in

(O] (d)

folding intermediates that have significant stability. (b) This funnel repre-
sents a more typical protein that has multiple possible folding intermedi-
ates with significant stability on the multiple pathways leading to the
native structure. (c) A protein with one stable native structure, essentially
no other folded intermediates with significant stability, and only one or a
very few productive folding pathways is shown as a funnel with one nar-
row depression leading to the native form. (d) A protein with folding inter-
mediates of substantial stability on virtually every pathway leading to the
native state (that is, a protein in which a particular motif or domain always
folds quickly, but other parts of the protein fold more slowly and in a ran-
dom order) is depicted by a funnel with a major depression surrounding
the depression leading to the native form.
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cells stressed by elevated temperatures (hence, heat
shock proteins of M, 70,000, or Hsp70). Hsp70 proteins
bind to regions of unfolded polypeptides that are rich in
hydrophobic residues. These chaperones thus “protect”
both proteins subject to denaturation by heat and new
peptide molecules being synthesized (and not yet
folded). Hsp70 proteins also block the folding of certain
proteins that must remain unfolded until they have
been translocated across a membrane (as described in
Chapter 27). Some chaperones also facilitate the qua-
ternary assembly of oligomeric proteins. The Hsp70
proteins bind to and release polypeptides in a cycle
that uses energy from ATP hydrolysis and involves sev-
eral other proteins (including a class called Hsp40).
Figure 4-30 illustrates chaperone-assisted folding
as elucidated for the eukaryotic Hsp70 and Hsp40
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FIGURE 4-30 Chaperones in protein folding. The pathway by which
Hsp70-class chaperones bind and release polypeptides is illustrated for
the eukaryotic chaperones Hsp70 and Hsp40. The chaperones do not
actively promote the folding of the substrate protein, but instead prevent
aggregation of unfolded peptides. The unfolded or partly folded proteins
bind first to the open, ATP-bound form of Hsp70 (PDB ID 2QXL).
Hsp40 then interacts with this complex and triggers ATP hydrolysis that
produces the closed form of the complex (derived from PDB IDs 2KHO
and 1DKZ), where the domains colored orange and yellow come togeth-
er like the two parts of a jaw, trapping parts of the unfolded protein
inside. Dissociation of ADP and recycling of the Hsp70 requires interac-
tion with another protein, nucleotide-exchange factor (NEF). For a popu-
lation of polypeptide molecules, some fraction of the molecules released
after the transient binding of partially folded proteins by Hsp70 will take
up the native conformation. The remainder are rebound by Hsp70 or
diverted to the chaperonin system (Hsp60; see Fig. 4-31). In bacteria,
the Hsp70 and Hsp40 chaperones are called DnaK and DnalJ, respectively.
DnaK and DnaJ were first identified as proteins required for in vitro rep-
lication of certain viral DNA molecules (hence the "Dna” designation).

— b

4.4 Protein Denaturation and Folding 147

chaperones. The binding of an unfolded polypeptide by
an Hsp70 chaperone may break up a protein aggregate
or prevent the formation of a new one. When the bound
polypeptide is released, it has a chance to resume folding
to its native structure. If folding does not occur rapidly
enough, the polypeptide may be bound again and the
process repeated. Alternatively, the Hsp70-bound poly-
peptide may be delivered to a chaperonin.

Chaperonins are elaborate protein complexes
required for the folding of some cellular proteins that
do not fold spontaneously. In £. colz, an estimated 10%
to 15% of cellular proteins require the resident chap-
eronin system, called GroEL/GroES, for folding under
normal conditions (up to 30% require this assistance
when the cells are heat stressed). The analogous chap-
eronin system in eukaryotes is called Hsp60. The chap-
eronins first became known when they were found to
be necessary for the growth of certain bacterial viruses
(hence the designation “Gro”). This family of proteins
is structured as a series of multisubunit rings, forming
two chambers oriented back to back. An unfolded pro-
tein is first bound to an exposed hydrophobic surface
near the apical end of one GroEL chamber. The protein
is then trapped within the chamber when it is capped
transiently by the GroES “lid” (Fig. 4-31). GroEL
undergoes substantial conformational changes, coupled
to slow ATP hydrolysis, which also regulates the bind-
ing and release of GroES. Inside the chamber, a protein
has about 10 seconds to fold—the time required for the
bound ATP to hydrolyze. Constraining a protein within
the chamber prevents inappropriate protein aggrega-
tion and also restricts the conformational space that a
polypeptide chain can explore as it folds. The protein is
released when the GroES cap dissociates but can
rebound rapidly for another round if folding has not
been completed. The two chambers in a GroEL com-
plex alternate in binding and releasing unfolded poly-
peptide substrates. In eukaryotes, the Hsp60 system
utilizes a similar process to fold proteins. However, in
place of the GroES lid, protrusions from the apical
domains of the subunits flex and close over the cham-
ber. The ATP hydrolytic cycle is also slower in the
Hsp60 complexes, giving the proteins constrained
inside more time to fold.

Finally, the folding pathways of some proteins
require two enzymes that catalyze isomerization reac-
tions. Protein disulfide isomerase (PDI) is a widely
distributed enzyme that catalyzes the interchange, or
shuffling, of disulfide bonds until the bonds of the native
conformation are formed. Among its functions, PDI
catalyzes the elimination of folding intermediates with
inappropriate disulfide cross-links. Peptide prolyl cis-
trans isomerase (PPI) catalyzes the interconversion
of the cis and trans isomers of Pro residue peptide
bonds (Fig. 4-8), which can be a slow step in the folding
of proteins that contain some Pro peptide bonds in the
cis conformation.
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FIGURE 4-31 Chaperonins in protein folding. (a) A proposed pathway for
the action of the E. coli chaperonins GroEL (a member of the Hsp60 pro-
tein family) and GroES. Each GroEL complex consists of two large cham-
bers formed by two heptameric rings (each subunit M, 57,000). GroES,
also a heptamer (subunit M, 10,000), blocks one of the GroEL chambers
after an unfolded protein is bound inside. The chamber with the unfolded
protein is referred to as cis; the opposite one is trans. Folding occurs

Defects in Protein Folding Provide the Molecular
Basis for a Wide Range of Human Genetic Disorders

*—lj Despite the many processes that assist in protein

folding, misfolding does occur. In fact, protein
misfolding is a substantial problem in all cells, and a
quarter or more of all polypeptides synthesized may be
destroyed because they do not fold correctly. In some
cases, the misfolding causes or contributes to the devel-
opment of serious disease.

Many conditions, including type 2 diabetes,
Alzheimer disease, Huntington disease, and Parkinson
disease, are associated with a misfolding mechanism: a
soluble protein that is normally secreted from the cell is
secreted in a misfolded state and converted into an
insoluble extracellular amyloid fiber. The diseases are
collectively referred to as amyloidoses. The fibers are
highly ordered and unbranched, with a diameter of 7 to
10 nm and a high degree of B-sheet structure. The
segments are oriented perpendicular to the axis of the
fiber. In some amyloid fibers the overall structure fea-
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within the cis chamber, during the time it takes to hydrolyze the 7 ATP
bound to the subunits in the heptameric ring. The GroES and the ADP
molecules then dissociate, and the protein is released. The two chambers
of the GroEL/Hsp60 systems alternate in the binding and facilitated fold-
ing of client proteins. (b) Surface and cutaway images of the GroElL/
GroES complex (PDB ID TAON). The cutaway (below) illustrates the
large interior space within which other proteins are bound.

tures two layers of B sheet, such as that shown for
amyloid-B peptide in Figure 4-32.

Many proteins can take on the amyloid fibril struc-
ture as an alternative to their normal folded conforma-
tions, and most of these proteins have a concentration of
aromatic amino acid residues in a core region of 8 sheet
or a helix. The proteins are secreted in an incompletely
folded conformation. The core (or some part of it) folds
into a B sheet before the rest of the protein folds cor-
rectly, and the B sheets from two or more incompletely
folded protein molecules associate to begin forming an
amyloid fibril. The fibril grows in the extracellular space.
Other parts of the protein then fold differently, remain-
ing on the outside of the B-sheet core in the growing
fibril. The effect of aromatic residues in stabilizing the
structure is shown in Figure 4-32c. Because most of the
protein molecules fold normally, the onset of symptoms
in the amyloidoses is often very slow. If a person inherits
a mutation such as substitution with an aromatic residue
at a position that favors formation of amyloid fibrils, dis-
ease symptoms may begin at an earlier age.
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FIGURE 4-32 Formation of disease-causing amyloid fibrils. (a) Protein
molecules whose normal structure includes regions of B sheet undergo
partial folding. In a small number of the molecules, before folding is
complete, the B-sheet regions of one polypeptide associate with the
same region in another polypeptide, forming the nucleus of an amyloid.
Additional protein molecules slowly associate with the amyloid and
extend it to form a fibril. (b) The amyloid-B peptide begins as two
a-helical segments of a larger protein. Proteolytic cleavage of this larger
protein leaves the relatively unstable amyloid-B peptide, which loses its
a-helical structure. It can then assemble slowly into amyloid fibrils
(c), which contribute to the characteristic plaques on the exterior of ner-
vous tissue in people with Alzheimer disease. The aromatic side chains
shown here play a significant role in stabilizing the amyloid structure.
Amyloid is rich in B sheet, with the B strands arranged perpendicular to
the axis of the amyloid fibril. Amyloid-B peptide takes the form of two
layers of extended parallel B sheet. Some amyloid-forming peptides may
fold to form left-handed B-helices (see Fig. 4-22).

In eukaryotes, proteins destined for secretion
undergo their initial folding in the endoplasmic reticu-
lum (ER; see pathway in Chapter 27). When stress
conditions arise, or when protein synthesis threatens to
overwhelm the protein-folding capacity of the ER,
unfolded proteins can accumulate. These conditions
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trigger the unfolded protein response (UPR). A set of
transcriptional regulators that constitute the UPR bring
the various systems into alignment by increasing the
concentration of chaperones in the ER or decreasing
the rate of overall protein synthesis, or both. Amyloid
aggregates that form before the UPR can come into play
may be removed. Some are degraded by autophagy. In
this process, they are first encapsulated in a membrane,
then the contents of the resulting vesicle are degraded
after the vesicle docks with a cytosolic lysosome. Alter-
natively, misfolded proteins can be degraded by a system
of proteases called the ubiquitin-proteasome system
(described in Chapter 27). Defects in any of these sys-
tems decrease the capacity to deal with misfolded pro-
teins and increase the propensity for development of
amyloid-related diseases.

Some amyloidoses are systemic, involving many tis-
sues. Primary systemic amyloidosis is caused by deposi-
tion of fibrils consisting of misfolded immunoglobulin
light chains (see Chapter 5), or fragments of light chains
derived from proteolytic degradation. The mean age of
onset is about 65 years. Patients have symptoms includ-
ing fatigue, hoarseness, swelling, and weight loss, and
many die within the first year after diagnosis. The kid-
neys or heart are often most affected. Some amyloidoses
are associated with other types of disease. People with
certain chronic infectious or inflammatory diseases such
as rheumatoid arthritis, tuberculosis, cystic fibrosis, and
some cancers can experience a sharp increase in secre-
tion of an amyloid-prone polypeptide called serum amy-
loid A (SAA) protein. This protein, or fragments of it,
deposits in the connective tissue of the spleen, kidney,
and liver, and around the heart. People with this condi-
tion, known as secondary systemic amyloidosis, have a
wide range of symptoms, depending on the organs ini-
tially affected. The disease is generally fatal within a few
years. More than 80 amyloidoses are associated with
mutations in transthyretin (a protein that binds to and
transports thyroid hormones, distributing them through-
out the body and brain). A variety of mutations in this
protein lead to amyloid deposition concentrated around
different tissues, thus producing different symptoms.
Amyloidoses are also associated with inherited muta-
tions in the proteins lysozyme, fibrinogen A « chain, and
apolipoproteins A-I and A-II; all of these proteins are
described in later chapters.

Some amyloid diseases are associated with particular
organs. The amyloid-prone protein is generally secreted
only by the affected tissue, and its locally high concentra-
tion leads to amyloid deposition around that tissue
(although some of the protein may be distributed systemi-
cally). One common site of amyloid deposition is near the
pancreatic islet B cells, responsible for insulin secretion
and regulation of glucose metabolism (see Fig. 23-26).
Secretion by B cells of a small (37 amino acid) peptide
called islet amyloid polypeptide (IAPP), or amylin, can lead
to amyloid deposits around the islets, gradually destroying
the cells. A healthy human adult has 1 to 1.5 million
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BOX 4-6 iﬁ'ffMEDICINE Death by Misfoldi

A misfolded brain protein seems to be the causative
agent of several rare degenerative brain diseases in
mammals. Perhaps the best known of these is bovine
spongiform encephalopathy (BSE; also known as mad
cow disease). Related diseases include kuru and
Creutzfeldt-Jakob disease in humans, scrapie in
sheep, and chronic wasting disease in deer and elk.
These diseases are also referred to as spongiform
encephalopathies, because the diseased brain fre-
quently becomes riddled with holes (Fig. 1). Progres-
sive deterioration of the brain leads to a spectrum of
neurological symptoms, including weight loss, erratic
behavior, problems with posture, balance, and coordi-
nation, and loss of cognitive function. The diseases
are fatal.

In the 1960s, investigators found that prepara-
tions of the disease-causing agents seemed to lack
nucleic acids. At this time, Tikvah Alper suggested
that the agent was a protein. Initially, the idea seemed
heretical. All disease-causing agents known up to that
time—viruses, bacteria, fungi, and so on—contained
nucleic acids, and their virulence was related to
genetic reproduction and propagation. However, four
decades of investigations, pursued most notably by
Stanley Prusiner, have provided evidence that spongi-
form encephalopathies are different.

The infectious agent has been traced to a single
protein (M, 28,000), which Prusiner dubbed prion
protein (PrP). The name was derived from protein-
aceous nfectious, but Prusiner thought that “prion”

The Three-Dimensional Structure of Proteins

: The Prion Diseases

FIGURE 1 Stained section of cerebral cortex from autopsy of a patient

with Creutzfeldt-Jakob disease shows spongiform (vacuolar) degener-
ation, the most characteristic neurohistological feature. The yellowish
vacuoles are intracellular and occur mostly in pre- and postsynaptic
processes of neurons. The vacuoles in this section vary in diameter
from 20 to 100 um.

sounded better than “proin.” Prion protein is a nor-
mal constituent of brain tissue in all mammals. Its
role is not known in detail, but it may have a molecu-
lar signaling function. Strains of mice lacking the
gene for PrP (and thus the protein itself) suffer no
obvious ill effects. [llness occurs only when the normal
cellular PrP, or PrP, occurs in an altered conforma-
tion called PrP (Sc denotes scrapie). The structure
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pancreatic B cells. With progressive loss of these cells,
glucose homeostasis is affected and eventually, when 50%
or more of the cells are lost, the condition matures into
type 2 (non-insulin-dependent) diabetes mellitus.

The amyloid deposition diseases that trigger neuro-
degeneration, particularly in older adults, are a special
class of localized amyloidoses. Alzheimer disease is
associated with extracellular amyloid deposition by
neurons, involving the amyloid-g peptide (Fig. 4-32b),
derived from a larger transmembrane protein (amyloid-
B precursor protein) found in most human tissues.
When it is part of the larger protein, the peptide is com-
posed of two a-helical segments spanning the mem-
brane. When the external and internal domains are
cleaved off by dedicated proteases, the relatively unsta-
ble amyloid-B peptide leaves the membrane and loses
its a-helical structure. It can then take the form of two
layers of extended parallel 8 sheet, which can slowly
assemble into amyloid fibrils (Fig. 4-32c¢). Deposits of
these amyloid fibers seem to be the primary cause of
Alzheimer disease, but a second type of amyloidlike

— b

aggregation, involving a protein called tau, also occurs
intracellularly (in neurons) in people with Alzheimer
disease. Inherited mutations in the tau protein do not
result in Alzheimer disease, but they cause a frontotem-
poral dementia and parkinsonism (a condition with
symptoms resembling Parkinson disease) that can be
equally devastating.

Several other neurodegenerative conditions involve
intracellular aggregation of misfolded proteins. In Parkin-
son disease, the misfolded form of the protein a-synuclein
aggregates into spherical filamentous masses called Lewy
bodies. Huntington disease involves the protein hunting-
tin, which has a long polyglutamine repeat. In some indi-
viduals, the polyglutamine repeat is longer than normal
and a more subtle type of intracellular aggregation occurs.
Notably, when the mutant human proteins involved in
Parkinson and Huntington diseases are expressed in
Drosophila melanogaster, the flies display neurodegen-
eration expressed as eye deterioration, tremors, and early
death. All of these symptoms are highly suppressed if
expression of the Hsp70 chaperone is also increased.
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of PrPY features two a helices. The structure of PrP
is very different, with much of the structure con-
verted to amyloid-like B sheets (Fig. 2). The interac-
tion of PrP% with PrP° converts the latter to PrP",
initiating a domino effect in which more and more of
the brain protein converts to the disease-causing
form. The mechanism by which the presence of
PrP% leads to spongiform encephalopathy is not
understood.

In inherited forms of prion diseases, a mutation in
the gene encoding PrP produces a change in one
amino acid residue that is believed to make the con-
version of PrP° to PrP% more likely. A complete
understanding of prion diseases awaits new informa-
tion on how prion protein affects brain function.
Structural information about PrP is beginning to pro-
vide insights into the molecular process that allows
the prion proteins to interact so as to alter their con-
formation (Fig. 2).

FIGURE 2 Structure of the globular domain of human PrP (PDB ID
1QLX) and models of the misfolded, disease-causing conformation
PrP* and an aggregate of PrP*. The « helices are labeled to help
illustrate the conformation change. Helix A is incorporated into the
B-sheet structure of the misfolded conformation.
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4.4 Protein Denaturation and Folding

Human prion protein (PrP)

» Helix A

PrPSc (model)

] Helix B

Helix C

Aggregate of PrPSc (model)

Protein misfolding need not lead to amyloid for-
mation to cause serious disease. For example, cystic
fibrosis is caused by defects in a membrane-bound
protein called cystic fibrosis transmembrane conduc-
tance regulator (CFTR), which acts as a channel for
chloride ions. The most common cystic fibrosis—
causing mutation is the deletion of a Phe residue at

position 508 in CFTR, which causes improper protein >

folding. Most of this protein is then degraded and its
normal function is lost (see Box 11-2). Many of the
disease-related mutations in collagen (p. 130) also
cause defective folding. A particularly remarkable
type of protein misfolding is seen in the prion diseases
(Box 4-6). m

SUMMARY 4.4 Protein Denaturation and Folding

» The maintenance of the steady-state collection of
active cellular proteins required under a particular
set of conditions—called proteostasis—involves an
elaborate set of pathways and processes that fold,
refold, and degrade polypeptide chains.

— b

The three-dimensional structure and the function
of most proteins can be destroyed by denaturation,
demonstrating a relationship between structure
and function. Some denatured proteins can
renature spontaneously to form biologically active
protein, showing that tertiary structure is
determined by amino acid sequence.

Protein folding in cells is generally hierarchical.
Initially, regions of secondary structure may form,
followed by folding into motifs and domains. Large
ensembles of folding intermediates are rapidly
brought to a single native conformation.

For many proteins, folding is facilitated by
Hsp70 chaperones and by chaperonins. Disulfide
bond formation and the cis-trans isomerization
of Pro peptide bonds are catalyzed by specific
enzymes.

Protein misfolding is the molecular basis of a wide
range of human diseases, including the
amyloidoses.
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Problems

1. Properties of the Peptide Bond In x-ray studies of
crystalline peptides, Linus Pauling and Robert Corey found
that the C—N bond in the peptide link is intermediate in
length (1.32 A) between a typical C—N single bond (1.49 A)
and a C=N double bond (1.27 A). They also found that the
peptide bond is planar (all four atoms attached to the C—N
group are located in the same plane) and that the two
a-carbon atoms attached to the C—N are always trans to each
other (on opposite sides of the peptide bond).

(a) What does the length of the C—N bond in the peptide
linkage indicate about its strength and its bond order (i.e.,
whether it is single, double, or triple)?

(b) What do the observations of Pauling and Corey tell us
about the ease of rotation about the C—N peptide bond?

FINAL PAGES

/Users/user-F408/Desktop

-agg aptara

EQA



(c) ketabton QMhe R engitarDHipAg)StructureOfProteins.indd Page 153 13/08/12 2:26 PM useﬁﬂt@i

2. Structural and Functional Relationships in Fibrous
Proteins William Astbury discovered that the x-ray diffraction
pattern of wool shows a repeating structural unit spaced about
5.2 A along the length of the wool fiber. When he steamed and
stretched the wool, the x-ray pattern showed a new repeating
structural unit at a spacing of 7.0 A. Steaming and stretching
the wool and then letting it shrink gave an x-ray pattern con-
sistent with the original spacing of about 5.2 A Although these
observations provided important clues to the molecular struc-
ture of wool, Astbury was unable to interpret them at the time.

(a) Given our current understanding of the structure of
wool, interpret Astbury’s observations.

(b) When wool sweaters or socks are washed in hot water
or heated in a dryer, they shrink. Silk, on the other hand, does
not shrink under the same conditions. Explain.

3. Rate of Synthesis of Hair a-Keratin Hair grows at a
rate of 15 to 20 cm/yr. All this growth is concentrated at the
base of the hair fiber, where a-keratin filaments are synthe-
sized inside living epidermal cells and assembled into ropelike
structures (see Fig. 4-11). The fundamental structural ele-
ment of a-keratin is the a helix, which has 3.6 amino acid resi-
dues per turn and a rise of 5.4 A per turn (see Fig. 4-4a).
Assuming that the biosynthesis of a-helical keratin chains is
the rate-limiting factor in the growth of hair, calculate the rate
at which peptide bonds of a-keratin chains must be synthe-
sized (peptide bonds per second) to account for the observed
yearly growth of hair.

4. Effect of pH on the Conformation of a-Helical Sec-
ondary Structures The unfolding of the « helix of a polypep-
tide to a randomly coiled conformation is accompanied by a
large decrease in a property called specific rotation, a measure
of a solution’s capacity to rotate circularly polarized light. Pol-
yglutamate, a polypeptide made up of only L-Glu residues, has
the a-helical conformation at pH 3. When the pH is raised to 7,
there is a large decrease in the specific rotation of the solution.
Similarly, polylysine (L-Lys residues) is an « helix at pH 10,
but when the pH is lowered to 7 the specific rotation also
decreases, as shown by the following graph.

— a Helix

- Poly(Glu) — a Helix
°

=

© [

]

o

e

L Random
= L — .
9 conformation
a

wv

B Poly(Lys)

— Random conformation

pH

What is the explanation for the effect of the pH changes on the
conformations of poly(Glu) and poly(Lys)? Why does the tran-
sition occur over such a narrow range of pH?
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5. Disulfide Bonds Determine the Properties of Many
Proteins Some natural proteins are rich in disulfide bonds,
and their mechanical properties (tensile strength, viscosity,
hardness, etc.) are correlated with the degree of disulfide
bonding.

(a) Glutenin, a wheat protein rich in disulfide bonds, is
responsible for the cohesive and elastic character of dough
made from wheat flour. Similarly, the hard, tough nature of
tortoise shell is due to the extensive disulfide bonding in its
a-keratin. What is the molecular basis for the correlation
between disulfide-bond content and mechanical properties of
the protein?

(b) Most globular proteins are denatured and lose their
activity when briefly heated to 65°C. However, globular pro-
teins that contain multiple disulfide bonds often must be heat-
ed longer at higher temperatures to denature them. One such
protein is bovine pancreatic trypsin inhibitor (BPTI), which
has 58 amino acid residues in a single chain and contains three
disulfide bonds. On cooling a solution of denatured BPTI, the
activity of the protein is restored. What is the molecular basis
for this property?

6. Dihedral Angles A series of torsion angles, ¢ and ¢, that
might be taken up by the peptide backbone is shown below.
Which of these closely correspond to ¢ and ¢ for an idealized
collagen triple helix? Refer to Figure 4-9 as a guide.

(b) (c) (d) (e) ®

7. Amino Acid Sequence and Protein Structure Our
growing understanding of how proteins fold allows research-
ers to make predictions about protein structure based on
primary amino acid sequence data. Consider the following
amino acid sequence.

(a)

1 2 3 4 5 6 7 8 9 10
Ile-Ala -His ~Thr -Tyr —~Gly —Pro -Phe -Glu-Ala -

11 12 13 14 15 16 17 18 19 20
Ala-Met-Cys-Lys -Trp -Glu -Ala-GIln —Pro —-Asp—

21 22 23 24 25 26 27 28
Gly-Met—-Glu-Cys—Ala-Phe -His -Arg

(a) Where might bends or 8 turns occur?

(b) Where might intrachain disulfide cross-linkages be
formed?

(¢) Assuming that this sequence is part of a larger globu-
lar protein, indicate the probable location (the external sur-
face or interior of the protein) of the following amino acid
residues: Asp, Ile, Thr, Ala, Gln, Lys. Explain your reasoning.
(Hint: See the hydropathy index in Table 3—1.)
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8. Bacteriorhodopsin in Purple Membrane Proteins
Under the proper environmental conditions, the salt-loving
archaeon Halobacterium halobium synthesizes a mem-
brane protein (M, 26,000) known as bacteriorhodopsin,
which is purple because it contains retinal (see Fig. 10-21).
Molecules of this protein aggregate into “purple patches” in
the cell membrane. Bacteriorhodopsin acts as a light-activat-
ed proton pump that provides energy for cell functions. X-ray
analysis of this protein reveals that it consists of seven paral-
lel a-helical segments, each of which traverses the bacterial
cell membrane (thickness 45 A). Calculate the minimum
number of amino acid residues necessary for one segment of
a helix to traverse the membrane completely. Estimate the
fraction of the bacteriorhodopsin protein that is involved in
membrane-spanning helices. (Use an average amino acid
residue weight of 110.)

9. Protein Structure Terminology Is myoglobin a motif, a
domain, or a complete three-dimensional structure?

10. Interpreting Ramachandran Plots Examine the two
proteins labeled (a) and (b) below. Which of the two Ramach-
andran plots, labeled (c¢) and (d), is more likely to be derived
from which protein? Why?

11. Pathogenic Action of Bacteria That Cause Gas Gan-
grene The highly pathogenic anaerobic bacterium Clostrid-

(a)

()]

wum perfringens is responsible for gas gangrene, a condition
in which animal tissue structure is destroyed. This bacterium
secretes an enzyme that efficiently catalyzes the hydrolysis of
the peptide bond indicated in red:
—X—Gly—Pro—Y— 10, N

—X—CO00O + HsN—Gly—Pro—Y—

where X and Y are any of the 20 common amino acids. How
does the secretion of this enzyme contribute to the invasive-
ness of this bacterium in human tissues? Why does this enzyme
not affect the bacterium itself?

12. Number of Polypeptide Chains in a Multisubunit Pro-
tein A sample (660 mg) of an oligomeric protein of M, 132,000
was treated with an excess of 1-fluoro-2,4-dinitrobenzene
(Sanger’s reagent) under slightly alkaline conditions until the
chemical reaction was complete. The peptide bonds of the
protein were then completely hydrolyzed by heating it with
concentrated HCL. The hydrolysate was found to contain 5.5
mg of the following compound:

CH; CH;,
NO N7
2 (‘JH
ON NH—(‘J—COOH
H
(c) +180 \J
120
. 60
é o
%0 or °%%oﬂ hd
D]
—60 -
=120
—180 Le o 1 P
—180 0 +180
¢ (degrees)
(d) +180 ]
120
e '
s
—60
=120
~180 | SN 1 P
—180 0 +180
¢ (degrees)
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2,4-Dinitrophenyl derivatives of the a-amino groups of other
amino acids could not be found.

(a) Explain how this information can be used to determine
the number of polypeptide chains in an oligomeric protein.

(b) Calculate the number of polypeptide chains in this
protein.

(¢) What other protein analysis technique could you employ
to determine whether the polypeptide chains in this protein are
similar or different?

13. Predicting Secondary Structure Which of the following
peptides is more likely to take up an a-helical structure, and
why?

(a) LKAENDEAARAMSEA

(b) CRAGGFPWDQPGTSN

%5 | 14. Amyloid Fibers in Disease Several small aro-

; matic molecules, such as phenol red (used as a non-
toxic drug model), have been shown to inhibit the formation of
amyloid in laboratory model systems. A goal of the research on
these small aromatic compounds is to find a drug that would
efficiently inhibit the formation of amyloid in the brain in peo-
ple with incipient Alzheimer disease.

(a) Suggest why molecules with aromatic substituents
would disrupt the formation of amyloid.

(b) Some researchers have suggested that a drug used to
treat Alzheimer disease may also be effective in treating type 2
(non-insulin-dependent) diabetes mellitus. Why might a single
drug be effective in treating these two different conditions?

Using the Web

15. Protein Modeling on the Internet A group of patients
with Crohn disease (an inflammatory bowel disease) underwent
biopsies of their intestinal mucosa in an attempt to identify the
causative agent. Researchers identified a protein that was
present at higher levels in patients with Crohn disease than in
patients with an unrelated inflammatory bowel disease or in
unaffected controls. The protein was isolated, and the following
partial amino acid sequence was obtained (reads left to right):

EAELCPDRCI ~ HSFQNLGIQC  VKKRDLEQAI
SQRIQTNNNP  FQVPIEEQRG  DYDLNAVRLC
FQVTVRDPSG RPLRLPPVLP  HPIFDNRAPN
TAELKICRVN  RNSGSCLGGD  EIFLLCDKVQ
KEDIEVYFTG PGWEARGSFS QADVHRQVAI
VFRTPPYADP  SLQAPVRVSM  QLRRPSDREL
SEPMEFQYLP DTDDRHRIEE KRKRTYETFK
SIMKKSPFSG ~ PTDPRPPPRR  IAVPSRSSAS
VPKPAPQPYP

(a) You can identify this protein using a protein database
on the Internet. Some good places to start include Protein
Information Resource (PIR; http://pir.georgetown.edu), Struc-
tural Classification of Proteins (SCOP; http://scop.mrc-Imb.
cam.ac.uk/scop), and Prosite (http:/prosite.expasy.org).

At your selected database site, follow links to the sequence
comparison engine. Enter about 30 residues from the protein
sequence in the appropriate search field and submit it for

— b
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analysis. What does this analysis tell you about the identity of
the protein?

(b) Try using different portions of the amino acid sequence.
Do you always get the same result?

(¢) A variety of websites provide information about the
three-dimensional structure of proteins. Find information
about the protein’s secondary, tertiary, and quaternary struc-
ture using database sites such as the Protein Data Bank (PDB;
www.pdb.org) or SCOP.

(d) In the course of your Web searches, what did you
learn about the cellular function of the protein?

Data Analysis Problem

16. Mirror-Image Proteins As noted in Chapter 3, “The amino
acid residues in protein molecules are exclusively L stereo-
isomers.” It is not clear whether this selectivity is necessary for
proper protein function or is an accident of evolution. To explore
this question, Milton and colleagues (1992) published a study of
an enzyme made entirely of D stereoisomers. The enzyme they
chose was HIV protease, a proteolytic enzyme made by HIV that
converts inactive viral preproteins to their active forms.

Previously, Wlodawer and coworkers (1989) had reported
the complete chemical synthesis of HIV protease from L-amino
acids (the L-enzyme), using the process shown in Figure 3-32.
Normal HIV protease contains two Cys residues at positions 67
and 95. Because chemical synthesis of proteins containing Cys
is technically difficult, Wlodawer and colleagues substituted the
synthetic amino acid L-a-amino-r-butyric acid (Aba) for the
two Cys residues in the protein. In the authors’ words, this was
done to “reduce synthetic difficulties associated with Cys
deprotection and ease product handling.”

(a) The structure of Aba is shown below. Why was this a
suitable substitution for a Cys residue? Under what circum-
stances would it not be suitable?

0 (0]
AN (‘j//
H— (‘) —CH,—CH,
*NH,
L-a-Amino-n-butyric acid

Wlodawer and coworkers denatured the newly synthe-
sized protein by dissolving it in 6 M guanidine HCI and then
allowed it to fold slowly by dialyzing away the guanidine
against a neutral buffer (10% glycerol, 25 mmM NaPO,, pH 7).

(b) There are many reasons to predict that a protein syn-
thesized, denatured, and folded in this manner would not be
active. Give three such reasons.

(¢) Interestingly, the resulting L-protease was active.
What does this finding tell you about the role of disulfide bonds
in the native HIV protease molecule?

In their new study, Milton and coworkers synthesized HIV
protease from D-amino acids, using the same protocol as the
earlier study (Wlodawer et al.). Formally, there are three pos-
sibilities for the folding of the b-protease: it would give (1) the
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same shape as the L-protease, (2) the mirror image of the
L-protease, or (3) something else, possibly inactive.

(d) For each possibility, decide whether or not it is a likely
outcome and defend your position.

In fact, the D-protease was active: it cleaved a particular
synthetic substrate and was inhibited by specific inhibitors. To
examine the structure of the D- and L-enzymes, Milton and
coworkers tested both forms for activity with D and L forms of
a chiral peptide substrate and for inhibition by b and L forms of
a chiral peptide-analog inhibitor. Both forms were also tested
for inhibition by the achiral inhibitor Evans blue. The findings
are given in the table.

Inhibition
Substrate Peptide
hydrolysis inhibitor Evans
HIV A blue
Protease D-substrate L-substrate D-inhibitor L-inhibitor (achiral)
L-protease - + - + +
D-protease  + - + — +

(e) Which of the three models proposed above is sup-
ported by these data? Explain your reasoning.

(f) Why does Evans blue inhibit both forms of the
protease?

(g) Would you expect chymotrypsin to digest the
D-protease? Explain your reasoning.

(h) Would you expect total synthesis from p-amino acids
followed by renaturation to yield active enzyme for any
enzyme? Explain your reasoning.
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is an important part of understanding how the pro-

tein functions. However, the structure shown in
two dimensions on a page is deceptively static. Proteins
are dynamic molecules whose functions almost invari-
ably depend on interactions with other molecules, and
these interactions are affected in physiologically impor-
tant ways by sometimes subtle, sometimes striking
changes in protein conformation. In this chapter, we
explore how proteins interact with other molecules and
how their interactions are related to dynamic protein
structure. The importance of molecular interactions to
a protein’s function can hardly be overemphasized. In
Chapter 4, we saw that the function of fibrous proteins
as structural elements of cells and tissues depends on
stable, long-term quaternary interactions between iden-
tical polypeptide chains. As we shall see in this chapter,
the functions of many other proteins involve interac-
tions with a variety of different molecules. Most of these
interactions are fleeting, though they may be the basis
of complex physiological processes such as oxygen
transport, immune function, and muscle contraction—
the topics we examine in this chapter. The proteins that
carry out these processes illustrate the following key
principles of protein function, some of which will be
familiar from the previous chapter:

K nowing the three-dimensional structure of a protein

The functions of many proteins involve the revers-
ible binding of other molecules. A molecule bound
reversibly by a protein is called a ligand. A ligand
may be any kind of molecule, including another
protein. The transient nature of protein-ligand
interactions is critical to life, allowing an organism

— b

——
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to respond rapidly and reversibly to changing envi-
ronmental and metabolic circumstances.

A ligand binds at a site on the protein called the
binding site, which is complementary to the ligand
in size, shape, charge, and hydrophobic or hydro-
philic character. Furthermore, the interaction is
specific: the protein can discriminate among the
thousands of different molecules in its environment
and selectively bind only one or a few. A given pro-
tein may have separate binding sites for several dif-
ferent ligands. These specific molecular interactions
are crucial in maintaining the high degree of order
in a living system. (This discussion excludes the
binding of water, which may interact weakly and
nonspecifically with many parts of a protein. In
Chapter 6, we consider water as a specific ligand for
many enzymes.)

Proteins are flexible. Changes in conformation may
be subtle, reflecting molecular vibrations and small
movements of amino acid residues throughout the
protein. A protein flexing in this way is sometimes
said to “breathe.” Changes in conformation may also
be quite dramatic, with major segments of the protein
structure moving as much as several nanometers.
Specific conformational changes are frequently
essential to a protein’s function.

The binding of a protein and ligand is often coupled
to a conformational change in the protein that
makes the binding site more complementary to the
ligand, permitting tighter binding. The structural
adaptation that occurs between protein and ligand
is called induced fit.

In a multisubunit protein, a conformational change
in one subunit often affects the conformation of
other subunits.

Interactions between ligands and proteins may be
regulated, usually through specific interactions with
one or more additional ligands. These other ligands
may cause conformational changes in the protein
that affect the binding of the first ligand.

157
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Enzymes represent a special case of protein func-
tion. Enzymes bind and chemically transform other
molecules—they catalyze reactions. The molecules
acted upon by enzymes are called reaction substrates
rather than ligands, and the ligand-binding site is called
the catalytic site or active site. In this chapter we
emphasize the noncatalytic functions of proteins. In
Chapter 6 we consider catalysis by enzymes, a central
topic in biochemistry. You will see that the themes of
this chapter—binding, specificity, and conformational
change—are continued in the next chapter, with the
added element of proteins participating in chemical
transformations.

5.1 Reversible Binding of a Protein to a
Ligand: Oxygen-Binding Proteins

Myoglobin and hemoglobin may be the most-studied
and best-understood proteins. They were the first pro-
teins for which three-dimensional structures were
determined, and these two molecules illustrate almost
every aspect of that most central of biochemical pro-
cesses: the reversible binding of a ligand to a protein.
This classic model of protein function tells us a great
deal about how proteins work. g Oxygen-Binding Proteins—
Myoglobin: Oxygen Storage

Oxygen Can Bind to a Heme Prosthetic Group

Oxygen is poorly soluble in aqueous solutions (see
Table 2-3) and cannot be carried to tissues in sufficient
quantity if it is simply dissolved in blood serum. Diffu-
sion of oxygen through tissues is also ineffective over
distances greater than a few millimeters. The evolution
of larger, multicellular animals depended on the evolu-
tion of proteins that could transport and store oxygen.
However, none of the amino acid side chains in proteins

o o
NP 0L/
«” e
C/H \CH
\2 s 2
CH, CH,
&8l
7 N 7 N4 N\
X X CH3—C/ ¢ ¢ N
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777N /N
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Cc—N N=C
wd L b
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FIGURE 5-1 Heme. The heme group is present in myoglobin, hemoglo-
bin, and many other proteins, designated heme proteins. Heme consists
of a complex organic ring structure, protoporphyrin IX, with a bound
iron atom in its ferrous (Fe?") state. (@) Porphyrins, of which protopor-
phyrin IX is only one example, consist of four pyrrole rings linked by
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are suited for the reversible binding of oxygen mole-
cules. This role is filled by certain transition metals,
among them iron and copper, that have a strong ten-
dency to bind oxygen. Multicellular organisms exploit
the properties of metals, most commonly iron, for oxy-
gen transport. However, free iron promotes the forma-
tion of highly reactive oxygen species such as hydroxyl
radicals that can damage DNA and other macromole-
cules. Iron used in cells is therefore bound in forms that
sequester it and/or make it less reactive. In multicellular
organisms—especially those in which iron, in its oxygen-
carrying capacity, must be transported over large
distances—iron is often incorporated into a protein-
bound prosthetic group called heme (or haem). (Recall
from Chapter 3 that a prosthetic group is a compound
permanently associated with a protein that contributes
to the protein’s function.)

Heme consists of a complex organic ring structure,
protoporphyrin, to which is bound a single iron atom
in its ferrous (Fe®") state (Fig. 5-1). The iron atom has
six coordination bonds, four to nitrogen atoms that are
part of the flat porphyrin ring system and two perpen-
dicular to the porphyrin. The coordinated nitrogen
atoms (which have an electron-donating character)
help prevent conversion of the heme iron to the ferric
(Fe®™) state. Iron in the Fe?* state binds oxygen revers-
ibly; in the Fe" state it does not bind oxygen. Heme is
found in many oxygen-transporting proteins, as well as
in some proteins, such as the cytochromes, that partici-
pate in oxidation-reduction (electron-transfer) reac-
tions (Chapter 19).

Free heme molecules (heme not bound to protein)
leave Fe®" with two “open” coordination bonds. Simul-
taneous reaction of one O, molecule with two free heme
molecules (or two free Fe®") can result in irreversible
conversion of Fe?* to Fe’". In heme-containing pro-
teins, this reaction is prevented by sequestering each

o |

methene bridges, with substitutions at one or more of the positions
denoted X. (b, ¢) Two representations of heme (derived from PDB ID
1CCR). The iron atom of heme has six coordination bonds: four in the
plane of, and bonded to, the flat porphyrin ring system, and (d) two
perpendicular to it.
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FIGURE 5-2 The heme group viewed from the side. This view shows
the two coordination bonds to Fe?" that are perpendicular to the por-
phyrin ring system. One is occupied by a His residue, sometimes called
the proximal His; the other is the binding site for oxygen. The remaining
four coordination bonds are in the plane of, and bonded to, the flat por-
phyrin ring system.

heme deep within the protein structure. Thus, access to
the two open coordination bonds is restricted. One of
these two coordination bonds is occupied by a side-
chain nitrogen of a His residue. The other is the binding
site for molecular oxygen (O,) (Fig. 5-2). When oxy-
gen binds, the electronic properties of heme iron
change; this accounts for the change in color from the
dark purple of oxygen-depleted venous blood to the
bright red of oxygen-rich arterial blood. Some small
molecules, such as carbon monoxide (CO) and nitric
oxide (NO), coordinate to heme iron with greater affin-
ity than does O,. When a molecule of CO is bound to
heme, O, is excluded, which is why CO is highly toxic to
aerobic organisms (a topic explored later, in Box 5-1).
By surrounding and sequestering heme, oxygen-binding
proteins regulate the access of CO and other small mol-
ecules to the heme iron.

Globins Are a Family of Oxygen-Binding Proteins

The globins are a widespread family of proteins, all hav-
ing similar primary and tertiary structures. Globins are
commonly found in eukaryotes of all classes and even in
some bacteria. Most function in oxygen transport or stor-
age, although some play a role in the sensing of oxygen,
nitric oxide, or carbon monoxide. The simple nematode
worm Caenorhabditis elegans has genes encoding 33
different globins. In humans and other mammals, there
are at least four kinds of globins. The monomeric myo-
globin facilitates oxygen diffusion in muscle tissue.
Myoglobin is particularly abundant in the muscles of
diving marine mammals such as seals and whales, where
it also has an oxygen-storage function for prolonged
excursions undersea. The tetrameric hemoglobin is
responsible for oxygen transport in the blood stream.
The monomeric neuroglobin is expressed largely in neu-
rons and helps to protect the brain from hypoxia (low
oxygen) or ischemia (restricted blood supply). Cytoglo-
bin, another monomeric globin, is found at high levels in
a range of tissues, but its function is unknown.

— b

Myoglohin Has a Single Binding Site for Oxygen
Myoglobin (M, 16,700; abbreviated Mb) is a single poly-
peptide of 153 amino acid residues with one molecule of
heme. As is typical for a globin polypeptide, myoglobin
is made up of eight a-helical segments connected by
bends (Fig. 5-3). About 78% of the amino acid resi-
dues in the protein are found in these « helices.

Any detailed discussion of protein function inevitably
involves protein structure. In the case of myoglobin, we
first introduce some structural conventions peculiar to
globins. As seen in Figure 5-3, the helical segments are
named A through H. An individual amino acid residue is
designated either by its position in the amino acid
sequence or by its location in the sequence of a particular
a-helical segment. For example, the His residue coordi-
nated to the heme in myoglobin, His* (the 93rd residue
from the amino-terminal end of the myoglobin polypep-
tide sequence), is also called His F8 (the 8th residue in
« helix F). The bends in the structure are designated
AB, CD, EF, FG, and so forth, reflecting the a-helical
segments they connect.

Protein-Ligand Interactions Can Be
Described Quantitatively

The function of myoglobin depends on the protein’s
ability not only to bind oxygen but also to release it
when and where it is needed. Function in biochemistry

FIGURE 5-3 Myoglobin. (PDB ID 1MBO) The eight a-helical segments
(shown here as cylinders) are labeled A through H. Nonhelical residues
in the bends that connect them are labeled AB, CD, EF, and so forth,
indicating the segments they interconnect. A few bends, including BC
and DE, are abrupt and do not contain any residues; these are not nor-
mally labeled. (The short segment visible between D and E is an artifact
of the computer representation.) The heme is bound in a pocket made
up largely of the E and F helices, although amino acid residues from
other segments of the protein also participate.
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often revolves around a reversible protein-ligand
interaction of this type. A quantitative description of
this interaction is therefore a central part of many
biochemical investigations.

In general, the reversible binding of a protein (P) to
a ligand (L) can be described by a simple equilibrium
expression:

P+ L = PL 5-1)

The reaction is characterized by an equilibrium constant,
K,, such that

g L) B 5-2)

[PIIL]  kaq

where k, and k, are rate constants (more on these
below). The term K, is an association constant (not
to be confused with the K, that denotes an acid disso-
ciation constant; p. 62) that describes the equilibrium
between the complex and the unbound components of
the complex. The association constant provides a mea-
sure of the affinity of the ligand L for the protein. K, has
units of M~ '; a higher value of K, corresponds to a
higher affinity of the ligand for the protein.

The equilibrium term K, is also equivalent to the
ratio of the rates of the forward (association) and
reverse (dissociation) reactions that form the PL com-
plex. The association rate is described by a rate con-
stant k,, and dissociation by the rate constant k4. As
discussed further in the next chapter, rate constants
are proportionality constants, describing the fraction of
a pool of reactant that reacts in a given amount of time.
When the reaction involves one molecule, such as the
dissociation reaction P — P + L, the reaction is fi7st
order and the rate constant (k) has units of reciprocal
time (s~!). When the reaction involves two molecules,
such as the association reaction P + L. — PL, it is
called second order, and its rate constant (k,) has

units of M~ s7L

KEY CONVENTION: Equilibrium constants are denoted with
a capital K and rate constants with a lower case k. &

A rearrangement of the first part of Equation 5-2
shows that the ratio of bound to free protein is directly
proportional to the concentration of free ligand:

[PL]
K[L] = ——=
(P]
When the concentration of the ligand is much greater
than the concentration of ligand-binding sites, the
binding of the ligand by the protein does not apprecia-
bly change the concentration of free (unbound)
ligand—that is, [L] remains constant. This condition is
broadly applicable to most ligands that bind to proteins
in cells and simplifies our description of the binding
equilibrium.

We can now consider the binding equilibrium from

the standpoint of the fraction, 6 (theta), of ligand-

(5-3)
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binding sites on the protein that are occupied by
ligand:

_ binding sites occupied [PL]
total binding sites [PL] + [P]

Substituting K,[L][P] for [PL] (see Eqn 5-3) and rear-
ranging terms gives
_KUIP KL (L
K,[L][P] + [P]  K,[L] +1 L] + 1
K,
The value of K, can be determined from a plot of 6 ver-
sus the concentration of free ligand, [L] (Fig. 5-4a).
Any equation of the form x = y/(y + 2) describes a
hyperbola, and 6 is thus found to be a hyperbolic
function of [L]. The fraction of ligand-binding sites
occupied approaches saturation asymptotically as [L]
increases. The [L] at which half of the available ligand-
binding sites are occupied (that is, # = 0.5) corre-
sponds to 1/K,.

It is more common (and intuitively simpler), how-
ever, to consider the dissociation constant, K , which
is the reciprocal of K, (K, = 1/K,) and is given in units
of molar concentration (M). K, is the equilibrium constant

(5-4)

(5-5)

1.0
0 05F-- /
I
I
I
1
I
1
| !
1
0 Ky 5 10
() [L] (arbitrary units)
1.0
0 05
1
1
1
1
|
oL !
Pso 5 10
(b) pO, (kPa)

FIGURE 5-4 Graphical representations of ligand binding. The fraction
of ligand-binding sites occupied, 6, is plotted against the concentration
of free ligand. Both curves are rectangular hyperbolas. (a) A hypothetical
binding curve for a ligand L. The [L] at which half of the available ligand-
binding sites are occupied is equivalent to 1/K,, or K4. The curve has a
horizontal asymptote at # = 1 and a vertical asymptote (not shown) at
[L] = =1/K,. (b) A curve describing the binding of oxygen to myoglo-
bin. The partial pressure of O, in the air above the solution is expressed
in kilopascals (kPa). Oxygen binds tightly to myoglobin, with a Psq of
only 0.26 kPa.
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1IN BB Some Protein Dissociation Constants

Protein Ligand K, (m)*
Avidin (egg white) Biotin 1x107%
Insulin receptor (human) Insulin 1x 1071
Anti-HIV immunoglobulin (human)’ gp41 (HIV-1 surface protein) 4 x 10710
Nickel-binding protein (E. cols) Ni%* 1x10°7
Calmodulin (rat)* Ca®* 3x10°°
2X107°

Typical receptor-ligand interactions
|

Sequence-specific protein-DNA
[ |

Biotin-avidin
Antibody-antigen Enzyme-substrate

107 10™ 102 107 108 10° 104 10?2
high affinity Ky (W) low affinity

Color bars indicate the range of dissociation constants typical of various classes of
interactions in biological systems. A few interactions, such as that between the protein
avidin and the enzyme cofactor biotin, fall outside the normal ranges. The avidin-biotin
interaction is so tight it may be considered irreversible. Sequence-specific protein-DNA
interactions reflect proteins that bind to a particular sequence of nucleotides in DNA,
as opposed to general binding to any DNA site.

*A reported dissociation constant is valid only for the particular solution conditions under which it was measured. Ky values for a protein-ligand
interaction can be altered, sometimes by several orders of magnitude, by changes in the solution's salt concentration, pH, or other variables.

his immunoglobulin was isolated as part of an effort to develop a vaccine against HIV. Inmunoglobulins (described later in the chapter) are highly
variable, and the K reported here should not be considered characteristic of all immunoglobulins.

iCalmodulin has four binding sites for calcium. The values shown reflect the highest- and lowest-affinity binding sites observed in one set of

measurements.
for the release of ligand. The relevant expressions the binding sites to be occupied, and thus the lower the
change to value of K,. Some representative dissociation constants
[PIIL] kg are given in Table 5-1; the scale shows typical ranges for
Ky = PL] =% (5-6) dissociation constants found in biological systems.
[PL] = [PIIL] B-7 . L
Ky WORKED EXAMPLE 5-1 Receptor-Ligand Dissociation
(L] Constants
0= —- 5-8
(L] + Kq 8G9

Two proteins, X and Y, bind to the same ligand, A, with
When [L] equals Ky, half of the ligand-binding sites are the binding curves shown below.
occupied. As [L] falls below K,, progressively less of 10
the protein has ligand bound to it. In order for 90% of
the available ligand-binding sites to be occupied, [L]
must be nine times greater than K.
In practice, K, is used much more often than K, to
express the affinity of a protein for a ligand. Note that a
lower value of K4 corresponds to a higher affinity of 6 05
ligand for the protein. The mathematics can be reduced
to simple statements: K, is equivalent to the molar con-
centration of ligand at which half of the available ligand-
binding sites are occupied. At this point, the protein is
said to have reached half-saturation with respect to
ligand binding. The more tightly a protein binds a ligand,
the lower the concentration of ligand required for half [A] (um)
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What is the dissociation constant, K, for each protein?
Which protein (X or Y) has a greater affinity for ligand A?

Solution: We can determine the dissociation constants by
inspecting the graph. Since 6 represents the fraction of
binding sites occupied by ligand, the concentration of
ligand at which half the binding sites are occupied—
that is, the point where the binding curve crosses the
line where 6 = 0.5—is the dissociation constant. For X,
Ky =2 pm; for Y, Ky = 6 uM. Because X is half-saturated
at a lower [A], it has a higher affinity for the ligand.

The binding of oxygen to myoglobin follows the pat-
terns discussed above. However, because oxygen is a
gas, we must make some minor adjustments to the equa-
tions so that laboratory experiments can be carried out
more conveniently. We first substitute the concentration
of dissolved oxygen for [L] in Equation 5-8 to give

_ [Os]
[Oo] + Ky

As for any ligand, K, equals the [O,] at which half of the
available ligand-binding sites are occupied, or [Os]j 5.
Equation 5-9 thus becomes
(O]

o [Oz] + [Oz]o.5 (>-10)
In experiments using oxygen as a ligand, it is the partial
pressure of oxygen (pO,) in the gas phase above the
solution that is varied, because this is easier to measure
than the concentration of oxygen dissolved in the solu-
tion. The concentration of a volatile substance in solu-
tion is always proportional to the local partial pressure
of the gas. So, if we define the partial pressure of oxy-
gen at [Oy]) 5 as Py, substitution in Equation 5-10 gives

(5-9)

POy

g=—"2
POy + Ps

& (5-1D
A binding curve for myoglobin that relates 6 to pO, is
shown in Figure 5-4b.

Protein Structure Affects How Ligands Bind

The binding of a ligand to a protein is rarely as simple as
the above equations would suggest. The interaction is
greatly affected by protein structure and is often accom-
panied by conformational changes. For example, the
specificity with which heme binds its various ligands is
altered when the heme is a component of myoglobin.
Carbon monoxide binds to free heme molecules more
than 20,000 times better than does Oy (that is, the K, or
Py, for CO binding to free heme is more than 20,000
times lower than that for O,), but it binds only about 200
times better than O, when the heme is bound in myoglo-
bin. The difference may be partly explained by steric
hindrance. When O, binds to free heme, the axis of the
oxygen molecule is positioned at an angle to the Fe—0O
bond (Fig. 5-5a). In contrast, when CO binds to
free heme, the Fe, C, and O atoms lie in a straight line
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FIGURE 5-5 Steric effects caused by ligand binding to the heme of
myoglobin. (a) Oxygen binds to heme with the O, axis at an angle, a
binding conformation readily accommodated by myoglobin. (b) Carbon
monoxide binds to free heme with the CO axis perpendicular to the
plane of the porphyrin ring. When binding to the heme in myoglobin, CO
is forced to adopt a slight angle because the perpendicular arrangement
is sterically blocked by His E7, the distal His. This effect weakens the
binding of CO to myoglobin. (c) Another view of the heme of myoglobin
(derived from PDB ID TMBO), showing the arrangement of key amino
acid residues around the heme. The bound O, is hydrogen-bonded to
the distal His, His E7 (His®®), further facilitating the binding of O..

(Fig. 5-bb). In both cases, the binding reflects the geom-
etry of hybrid orbitals in each ligand. In myoglobin, His®*
(His E7), on the O,-binding side of the heme, is too far
away to coordinate with the heme iron, but it does inter-
act with a ligand bound to heme. This residue, called the
distal His (as distinct from the proximal His, His F8),
forms a hydrogen bond with O, (Fig. 5-5¢) but may help
preclude the linear binding of CO, providing one expla-
nation for the selectively diminished binding of CO to
heme in myoglobin (and hemoglobin). A reduction in CO
binding is physiologically important, because CO is a
low-level byproduct of cellular metabolism. Other fac-
tors, not yet well-defined, also may modulate the inter-
action of heme with CO in these proteins.

The binding of Oy to the heme in myoglobin also
depends on molecular motions, or “breathing,” in the
protein structure. The heme molecule is deeply buried
in the folded polypeptide, with no direct path for
oxygen to move from the surrounding solution to the
ligand-binding site. If the protein were rigid, O, could
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not enter or leave the heme pocket at a measurable rate.
However, rapid molecular flexing of the amino acid side
chains produces transient cavities in the protein struc-
ture, and O, makes its way in and out by moving through
these cavities. Computer simulations of rapid structural
fluctuations in myoglobin suggest that there are many
such pathways. One major route is provided by rotation
of the side chain of the distal His (His®"), which occurs
on a nanosecond (1077 s) time scale. Even subtle con-
formational changes can be critical for protein activity.

In neuroglobin, cytoglobin, and some globins found
in plants and invertebrates, the distal His (His E7) is
directly coordinated with the heme iron. In these glo-
bins, the oxygen or other ligand must displace the distal
His in the process of binding.

Hemoglobin Transports Oxygen in Blood

& Oxygen-Binding Proteins—Hemoglobin: Oxygen Transport Nearly
all the oxygen carried by whole blood in animals is bound
and transported by hemoglobin in erythrocytes (red
blood cells). Normal human erythrocytes are small (6 to
9 pm in diameter), biconcave disks. They are formed
from precursor stem cells called hemocytoblasts. In
the maturation process, the stem cell produces daughter
cells that form large amounts of hemoglobin and then
lose their intracellular organelles—nucleus, mitochon-
dria, and endoplasmic reticulum. Erythrocytes are thus
incomplete, vestigial cells, unable to reproduce and, in
humans, destined to survive for only about 120 days.
Their main function is to carry hemoglobin, which is dis-
solved in the cytosol at a very high concentration
(~34% by weight).

In arterial blood passing from the lungs through the
heart to the peripheral tissues, hemoglobin is about 96%
saturated with oxygen. In the venous blood returning to
the heart, hemoglobin is only about 64% saturated. Thus,
each 100 mL of blood passing through a tissue releases
about one-third of the oxygen it carries, or 6.5 mL of O,
gas at atmospheric pressure and body temperature.

Myoglobin, with its hyperbolic binding curve for
oxygen (Fig. 5-4b), is relatively insensitive to small
changes in the concentration of dissolved oxygen and so
functions well as an oxygen-storage protein. Hemoglo-
bin, with its multiple subunits and Oy-binding sites, is
better suited to oxygen transport. As we shall see, inter-
actions between the subunits of a multimeric protein can
permit a highly sensitive response to small changes in
ligand concentration. Interactions among the subunits in
hemoglobin cause conformational changes that alter the
affinity of the protein for oxygen. The modulation of
oxygen binding allows the Os-transport protein to
respond to changes in oxygen demand by tissues.

Hemoglobin Subunits Are Structurally Similar
to Myoglobin
Hemoglobin (M, 64,500; abbreviated Hb) is roughly

spherical, with a diameter of nearly 5.5 nm. It is a tetra-
meric protein containing four heme prosthetic groups,

— b

Myoglobin B subunit of
hemoglobin

FIGURE 5-6 Comparison of the structures of myoglobin (PDB ID TMBO)
and the B subunit of hemoglobin (derived from PDB ID THGA).

one associated with each polypeptide chain. Adult
hemoglobin contains two types of globin, two « chains
(141 residues each) and two B chains (146 residues
each). Although fewer than half of the amino acid resi-
dues are identical in the polypeptide sequences of the «
and B subunits, the three-dimensional structures of the
two types of subunits are very similar. Furthermore,
their structures are very similar to that of myoglobin
(Fig. 5-6), even though the amino acid sequences of
the three polypeptides are identical at only 27 positions
(Fig. 5-7). All three polypeptides are members of the
globin family of proteins. The helix-naming convention
described for myoglobin is also applied to the hemoglo-
bin polypeptides, except that the « subunit lacks the
short D helix. The heme-binding pocket is made up
largely of the E and F helices in each of the subunits.
The quaternary structure of hemoglobin features
strong interactions between unlike subunits. The a3,
interface (and its ayBs counterpart) involves more than
30 residues, and its interaction is sufficiently strong that
although mild treatment of hemoglobin with urea tends
to disassemble the tetramer into «f dimers, these
dimers remain intact. The a8, (and asB;) interface
involves 19 residues (Fig. 5-8). Hydrophobic interac-
tions predominate at all the interfaces, but there are
also many hydrogen bonds and a few ion pairs (or salt
bridges), whose importance is discussed below.

Hemoglohin Undergoes a Structural Change

on Binding Oxygen

X-ray analysis has revealed two major conformations of
hemoglobin: the R state and the T state. Although oxy-
gen binds to hemoglobin in either state, it has a signifi-
cantly higher affinity for hemoglobin in the R state. Oxygen
binding stabilizes the R state. When oxygen is absent
experimentally, the T state is more stable and is thus
the predominant conformation of deoxyhemoglobin.
T and R originally denoted “tense” and “relaxed,”
respectively, because the T state is stabilized by a
greater number of ion pairs, many of which lie at the
a1y (and ayB) interface (Fig. 5-9). The binding of O,
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FIGURE 5-7 The amino acid sequences of whale myoglobin and the a
and B chains of human hemoglobin. Dashed lines mark helix boundar-
ies. To align the sequences optimally, short gaps must be introduced
into both Hb sequences where a few amino acids are present in the
other, compared sequences. With the exception of the missing D helix in
Hba, this alignment permits the use of the helix lettering convention
that emphasizes the common positioning of amino acid residues that
are identical in all three structures (shaded). Residues shaded in light red
are conserved in all known globins. Note that the common helix-letter-
and-number designation for amino acids does not necessarily corre-
spond to a common position in the linear sequence of amino acids in the
polypeptides. For example, the distal His residue is His E7 in all three
structures, but corresponds to His®* His®®, and His® in the linear
sequences of Mb, Hbea, and Hbp, respectively. Nonhelical residues at
the amino and carboxyl termini, beyond the first (A) and last (H) a-helical
segments, are labeled NA and HC, respectively.
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FIGURE 5-8 Dominant interactions between hemoglobin subunits.
(PDB ID THGA) In this representation, a subunits are light and B sub-
units are dark. The strongest subunit interactions (highlighted) occur
between unlike subunits. When oxygen binds, the a;8; contact changes
little, but there is a large change at the a;8, contact, with several ion
pairs broken.

Asp FG1

B subunit

« subunit Lys C5

His HC3

(a)
;53 Asp~  His*
NH3 dele
FG1  HC3,-
Argt_ Asp - Ol-| Lys*’
COO0~ TTeel Tl NH3
' HC3 H9 T T c5 !

i /Lys* a;  TTe-AspTTTArgl
NHY e 00~
G5 H9  HC3

2/ Hist Asp B4
COO" e N H
HC3  FG1
(b)

FIGURE 5-9 Some ion pairs that stabilize the T state of deoxyhemo-
globin. (a) Close-up view of a portion of a deoxyhemoglobin molecule
in the T state (PDB ID THGA). Interactions between the ion pairs His
HC3 and Asp FG1 of the B subunit (blue) and between Lys C5 of the a
subunit (gray) and His HC3 (its a-carboxyl group) of the B subunit are
shown with dashed lines. (Recall that HC3 is the carboxyl-terminal resi-
due of the B subunit.) (b) Interactions between these ion pairs, and
between others not shown in (a), are schematized in this representation
of the extended polypeptide chains of hemoglobin.
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His HC3
T state

FIGURE 5-10 The T — R transition. (PDB ID THGA and 1BBB) In these
depictions of deoxyhemoglobin, as in Figure 5-9, the B subunits are
blue and the a subunits are gray. Positively charged side chains and
chain termini involved in ion pairs are shown in blue, their negatively
charged partners in red. The Lys C5 of each a subunit and Asp FG1 of
each B subunit are visible but not labeled (compare Fig. 5-9a). Note
that the molecule is oriented slightly differently than in Figure 5-9. The

to a hemoglobin subunit in the T state triggers a change
in conformation to the R state. When the entire protein
undergoes this transition, the structures of the individ-
ual subunits change little, but the a8 subunit pairs slide
past each other and rotate, narrowing the pocket
between the B subunits (Fig. 5-10). In this process,
some of the ion pairs that stabilize the T state are bro-
ken and some new ones are formed.

Max Perutz proposed that the T — R transition is
triggered by changes in the positions of key amino acid
side chains surrounding the heme. In the T state, the
porphyrin is slightly puckered, causing the heme iron to
protrude somewhat on the proximal His (His F'8) side.
The binding of O, causes the heme to assume a more
planar conformation, shifting the position of the proximal
His and the attached F helix (Fig. 5-11). These changes
lead to adjustments in the ion pairs at the a;35 interface.

Hemoglobin Binds Oxygen Cooperatively

Hemoglobin must bind oxygen efficiently in the lungs,
where the pO, is about 13.3 kPa, and release oxygen in
the tissues, where the pO, is about 4 kPa. Myoglobin, or
any protein that binds oxygen with a hyperbolic binding
curve, would be ill-suited to this function, for the reason
illustrated in Figure 5-12. A protein that bound O,
with high affinity would bind it efficiently in the lungs
but would not release much of it in the tissues. If the
protein bound oxygen with a sufficiently low affinity to
release it in the tissues, it would not pick up much oxy-
gen in the lungs.

— b

R state

transition from the T state to the R state shifts the subunit pairs
substantially, affecting certain ion pairs. Most noticeably, the His HC3
residues at the carboxyl termini of the B subunits, which are involved
inion pairs in the T state, rotate in the R state toward the center of the
molecule, where they are no longer in ion pairs. Another dramatic
result of the T — R transition is a narrowing of the pocket between the
B subunits.

Hemoglobin solves the problem by undergoing a
transition from a low-affinity state (the T state) to a high-
affinity state (the R state) as more O, molecules are
bound. As a result, hemoglobin has a hybrid S-shaped, or
sigmoid, binding curve for oxygen (Fig. 5-12). A single-
subunit protein with a single ligand-binding site cannot
produce a sigmoid binding curve—even if binding elicits
a conformational change—because each molecule of
ligand binds independently and cannot affect ligand bind-
ing to another molecule. In contrast, O, binding to indi-
vidual subunits of hemoglobin can alter the affinity for O,
in adjacent subunits. The first molecule of O, that inter-
acts with deoxyhemoglobin binds weakly, because it
binds to a subunit in the T state. Its binding, however,

f’@ FG5

Leu
FG3

His F8
Helix F
Leu F4

T state R state

FIGURE 5-11 Changes in conformation near heme on O, binding to
deoxyhemoglobin. (Derived from PDB ID THGA and 1BBB) The shift in
the position of helix F when heme binds O, is thought to be one of the
adjustments that triggers the T — R transition.
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10 tissues lungs
’ High-affinity
0s I state
' Transition from
low- to high-
affinity state
0.6
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0.2 state
0 ! ! !
4 8 12 16
pO, (kPa)

FIGURE 5-12 A sigmoid (cooperative) binding curve. A sigmoid bind-
ing curve can be viewed as a hybrid curve reflecting a transition from a
low-affinity to a high-affinity state. Because of its cooperative binding, as
manifested by a sigmoid binding curve, hemoglobin is more sensitive to
the small differences in O, concentration between the tissues and the
lungs, allowing it to bind oxygen in the lungs (where pO, is high) and
release it in the tissues (where pO, is low).

leads to conformational changes that are communicated
to adjacent subunits, making it easier for additional mol-
ecules of Oy to bind. In effect, the T — R transition occurs
more readily in the second subunit once O, is bound to
the first subunit. The last (fourth) O, molecule binds to a
heme in a subunit that is already in the R state, and hence
it binds with much higher affinity than the first molecule.
An allosteric protein is one in which the binding
of a ligand to one site affects the binding properties of
another site on the same protein. The term “allosteric”
derives from the Greek allos, “other,” and stereos,
“solid” or “shape.” Allosteric proteins are those having
“other shapes,” or conformations, induced by the bind-
ing of ligands referred to as modulators. The conforma-
tional changes induced by the modulator(s) interconvert
more-active and less-active forms of the protein. The
modulators for allosteric proteins may be either inhibi-
tors or activators. When the normal ligand and modula-
tor are identical, the interaction is termed homotropic.
When the modulator is a molecule other than the normal
ligand, the interaction is heterotropic. Some proteins
have two or more modulators and therefore can have
both homotropic and heterotropic interactions.
Cooperative binding of a ligand to a multimeric pro-
tein, such as we observe with the binding of O, to hemo-
globin, is a form of allosteric binding. The binding of one
ligand affects the affinities of any remaining unfilled
binding sites, and O, can be considered as both a ligand
and an activating homotropic modulator. There is only
one binding site for O, on each subunit, so the allosteric

— b
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effects giving rise to cooperativity are mediated by con-
formational changes transmitted from one subunit to
another by subunit-subunit interactions. A sigmoid bind-
ing curve is diagnostic of cooperative binding. It permits
a much more sensitive response to ligand concentration
and is important to the function of many multisubunit
proteins. The principle of allostery extends readily to
regulatory enzymes, as we shall see in Chapter 6.
Cooperative conformational changes depend on
variations in the structural stability of different parts
of a protein, as described in Chapter 4. The binding
sites of an allosteric protein typically consist of stable
segments in proximity to relatively unstable segments,
with the latter capable of frequent changes in confor-
mation or intrinsic disorder (Fig. 5-13). When a
ligand binds, the moving parts of the protein’s binding
site may be stabilized in a particular conformation,
affecting the conformation of adjacent polypeptide

- _ Binding [ Unstable
o //////‘ site I Less stable
Binding - I Stable
site

No ligand. Pink segments
are flexible; few conforma-
tions facilitate ligand
binding. Green segments
are stable in the
low-affinity state.

Ligand bound to one
subunit. Binding stabilizes
a high-affinity conforma-
tion of the flexible segment
(now shown in green). The
rest of the polypeptide
takes up a higher-affinity
conformation, and this
same conformation is
stabilized in the other
subunit through protein-
protein interactions.

Second ligand molecule
bound to second subunit.
This binding occurs with
higher affinity than
binding of the first
molecule, giving rise to
positive cooperativity.

FIGURE 5-13 Structural changes in a multisubunit protein undergoing
cooperative binding to ligand. Structural stability is not uniform
throughout a protein molecule. Shown here is a hypothetical dimeric
protein, with regions of high (blue), medium (green), and low (red) stability.
The ligand-binding sites are composed of both high- and low-stability
segments, so affinity for ligand is relatively low. The conformational
changes that occur as ligand binds convert the protein from a low- to a
high-affinity state, a form of induced fit.

FINAL PAGES

/Users/user-F408/Desktop

EQA

agg aptara



(© ketabton%&ﬁr@ﬁ@@@ﬁ@r&jﬁ%ﬁage 167 13/08/12 2:37 PM user-F408

——

5.1 Reversible Binding of a Protein to a Ligand: Oxygen-Binding Proteins 167

subunits. If the entire binding site were highly stable,
then few structural changes could occur in this site or
be propagated to other parts of the protein when a
ligand binds.

As is the case with myoglobin, ligands other than
oxygen can bind to hemoglobin. An important example
is carbon monoxide, which binds to hemoglobin about
250 times better than does oxygen. Human exposure to
CO can have tragic consequences (Box 5-1).

Cooperative Ligand Binding Can Be
Described Quantitatively

Cooperative binding of oxygen by hemoglobin was first
analyzed by Archibald Hill in 1910. From this work came
a general approach to the study of cooperative ligand
binding to multisubunit proteins.

For a protein with % binding sites, the equilibrium
of Equation 5-1 becomes

P + nL = PL, (5-12)

and the expression for the association constant becomes

[PL,,]

= (5-13)
(PI[L]
The expression for 0 (see Eqn 5-8) is
0= 7[L]” K, & (5-19)

Rearranging, then taking the log of both sides, yields

o _ " _
T R (5-15)

log (&) =nlog [L] — log Ky & (5-16)

where K4 = [L](5.

Equation 5-16 is the Hill equation, and a plot of
log [6/(1 — 0)] versus log [L] is called a Hill plot.
Based on the equation, the Hill plot should have a
slope of n. However, the experimentally determined
slope actually reflects not the number of binding sites
but the degree of interaction between them. The slope
of a Hill plot is therefore denoted by 7y, the Hill coef-
ficient, which is a measure of the degree of coopera-
tivity. If ny equals 1, ligand binding is not cooperative,
a situation that can arise even in a multisubunit pro-
tein if the subunits do not communicate. An 7y of
greater than 1 indicates positive cooperativity in
ligand binding. This is the situation observed in hemo-
globin, in which the binding of one molecule of ligand
facilitates the binding of others. The theoretical upper
limit for 7y is reached when 7y = 7. In this case the

— b

binding would be completely cooperative: all binding
sites on the protein would bind ligand simultaneously,
and no protein molecules partially saturated with
ligand would be present under any conditions. This
limit is never reached in practice, and the measured
value of ny is always less than the actual number of
ligand-binding sites in the protein.

An 7y of less than 1 indicates negative cooperativity,
in which the binding of one molecule of ligand 7mpedes
the binding of others. Well-documented cases of nega-
tive cooperativity are rare.

To adapt the Hill equation to the binding of oxygen
to hemoglobin we must again substitute pO, for [L] and
PE, for Ky

log (10;0> =nlog pOy — nlog P5y (5-17)

Hill plots for myoglobin and hemoglobin are given in
Figure 5-14.

Two Models Suggest Mechanisms for
Cooperative Binding

Biochemists now know a great deal about the T and R
states of hemoglobin, but much remains to be learned
about how the T — R transition occurs. Two models for
the cooperative binding of ligands to proteins with mul-
tiple binding sites have greatly influenced thinking
about this problem.

The first model was proposed by Jacques Monod,
Jeffries Wyman, and Jean-Pierre Changeux in 1965,
and is called the MWC model or the concerted

3
Hemoglobin \,/
m=3 /)
2 —
Hemoglobin .
high-affinity ///
1 state
—
5~ P2
Ve
N L L
~ " //
00
k)
1 Myoglobin
= Hemoglobin
low-affinity
state
-2 ny=1
3 ! ! ! !
-2 =1 0 1 2 3

log pO,

FIGURE 5-14 Hill plots for oxygen binding to myoglobin and hemoglobin.
When ny = 1, there is no evident cooperativity. The maximum degree of
cooperativity observed for hemoglobin corresponds approximately to
ny = 3. Note that while this indicates a high level of cooperativity, ny is
less than n, the number of O,-binding sites in hemoglobin. This is nor-
mal for a protein that exhibits allosteric binding behavior.
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Box5-1 KNI Carbon Monoxide: A Stealthy Killer

Lake Powell, Arizona, August 2000. A family was
vacationing in a rented houseboat. They turned on
the electrical generator to power an air conditioner
and a television. About 15 minutes later, two brothers,
aged 8 and 11, jumped off the swim deck at the stern.
Situated immediately below the deck was the exhaust
port for the generator. Within two minutes, both boys
were overcome by the carbon monoxide in the
exhaust, which had become concentrated in the
space under the deck. Both drowned. These deaths,
along with a series of deaths in the 1990s that were
linked to houseboats of similar design, eventually led
to the recall and redesign of the generator exhaust
assembly.

Carbon monoxide (CO), a colorless, odorless gas,
is responsible for more than half of yearly deaths due
to poisoning worldwide. CO has an approximately
250-fold greater affinity for hemoglobin than does
oxygen. Consequently, relatively low levels of CO can
have substantial and tragic effects. When CO com-
bines with hemoglobin, the complex is referred to as
carboxyhemoglobin, or COHb.

Some CO is produced by natural processes, but
locally high levels generally result only from human
activities. Engine and furnace exhausts are important
sources, as CO is a byproduct of the incomplete com-
bustion of fossil fuels. In the United States alone,
nearly 4,000 people succumb to CO poisoning each
year, both accidentally and intentionally. Many of the
accidental deaths involve undetected CO buildup in
enclosed spaces, such as when a household furnace
malfunctions or leaks, venting CO into a home. How-
ever, CO poisoning can also occur in open spaces, as
unsuspecting people at work or play inhale the
exhaust from generators, outboard motors, tractor
engines, recreational vehicles, or lawn mowers.

Carbon monoxide levels in the atmosphere are
rarely dangerous, ranging from less than 0.05 part per
million (ppm) in remote and uninhabited areas to 3 to
4 ppm in some cities of the northern hemisphere. In
the United States, the government-mandated (Occupa-
tional Safety and Health Administration, OSHA) limit
for CO at worksites is 50 ppm for people working an
eight-hour shift. The tight binding of CO to hemoglobin

——

means that COHb can accumulate over time as people
are exposed to a constant low-level source of CO.

In an average, healthy individual, 1% or less of the
total hemoglobin is complexed as COHb. Since CO is a
product of tobacco smoke, many smokers have COHb
levels in the range of 3% to 8% of total hemoglobin,
and the levels can rise to 156% for chain-smokers.
COHD levels equilibrate at 50% in people who breathe
air containing 570 ppm of CO for several hours. Reli-
able methods have been developed that relate CO
content in the atmosphere to COHb levels in the blood
(Fig. 1). In tests of houseboats with a generator
exhaust like the one responsible for the Lake Powell
deaths, CO levels reached 6,000 to 30,000 ppm under
the swim deck, and atmospheric O, levels under the
deck declined from 21% to 12%. Even above the swim
deck, CO levels of up to 7,200 ppm were detected,
high enough to cause death within a few minutes.

How is a human affected by COHb? At levels of less
than 10% of total hemoglobin, symptoms are rarely
observed. At 15%, the individual experiences mild head-
aches. At 20% to 30%, the headache is severe and is
generally accompanied by nausea, dizziness, confusion,

14
12F 8 h, light
exercise
;\c\) 10 R 8 h,
et at rest
g 8
el
£ L
£ 1h, light
o exercise
O 4L
oL 1h,
at rest
0 | | | |
0 20 40 60 80 100

Carbon monoxide (ppm)

FIGURE 1 Relationship between levels of COHb in blood and concen-
tration of CO in the surrounding air. Four different conditions of
exposure are shown, comparing the effects of short versus extended
exposure, and exposure at rest versus exposure during light exercise.
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model (Fig. 5-15a). The concerted model assumes
that the subunits of a cooperatively binding protein are
functionally identical, that each subunit can exist in (at
least) two conformations, and that all subunits undergo
the transition from one conformation to the other
simultaneously. In this model, no protein has individual
subunits in different conformations. The two conforma-
tions are in equilibrium. The ligand can bind to either

— b

conformation, but binds each with different affinity.
Successive binding of ligand molecules to the low-
affinity conformation (which is more stable in the
absence of ligand) makes a transition to the high-affinity
conformation more likely.

In the second model, the sequential model
(Fig. 5-15b), proposed in 1966 by Daniel Koshland
and colleagues, ligand binding can induce a change of
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disorientation, and some visual disturbances; these
symptoms are generally reversed if the individual is
treated with oxygen. At COHD levels of 30% to 50%,
the neurological symptoms become more severe, and
at levels near 50%, the individual loses consciousness
and can sink into coma. Respiratory failure may follow.
With prolonged exposure, some damage becomes per-
manent. Death normally occurs when COHb levels rise
above 60%. Autopsy on the boys who died at Lake
Powell revealed COHD levels of 59% and 52%.

Binding of CO to hemoglobin is affected by many
factors, including exercise (Fig. 1) and changes in air
pressure related to altitude. Because of their higher
base levels of COHb, smokers exposed to a source of
CO often develop symptoms faster than nonsmokers.
Individuals with heart, lung, or blood diseases that
reduce the availability of oxygen to tissues may also
experience symptoms at lower levels of CO exposure.
Fetuses are at particular risk for CO poisoning,
because fetal hemoglobin has a somewhat higher
affinity for CO than adult hemoglobin. Cases of CO
exposure have been recorded in which the fetus died
but the mother recovered.

It may seem surprising that the loss of half of one’s
hemoglobin to COHb can prove fatal—we know that
people with any of several anemic conditions manage
to function reasonably well with half the usual comple-
ment of active hemoglobin. However, the binding of
CO to hemoglobin does more than remove protein
from the pool available to bind oxygen. It also affects
the affinity of the remaining hemoglobin subunits for
oxygen. As CO binds to one or two subunits of a hemo-
globin tetramer, the affinity for Oq is increased sub-
stantially in the remaining subunits (Fig. 2). Thus, a
hemoglobin tetramer with two bound CO molecules
can efficiently bind O, in the lungs—but it releases
very little of it in the tissues. Oxygen deprivation in the
tissues rapidly becomes severe. To add to the prob-
lem, the effects of CO are not limited to interference
with hemoglobin function. CO binds to other heme
proteins and a variety of metalloproteins. The effects
of these interactions are not yet well understood, but
they may be responsible for some of the longer-term
effects of acute but nonfatal CO poisoning.

pO,in pO,in
tissues lungs
1.00
Normal Hb
0.8
0.6
0 50% COHb
0.4
Anemic individual
0.2
0 | !

4 8 12
pO, (kPa)

FIGURE 2 Several oxygen-binding curves: for normal hemoglobin,
hemoglobin from an anemic individual with only 50% of her hemo-
globin functional, and hemoglobin from an individual with 50% of his
hemoglobin subunits complexed with CO. The pO, in human lungs
and tissues is indicated.

When CO poisoning is suspected, rapid evacua-
tion of the person away from the CO source is essen-
tial, but this does not always result in rapid recovery.
When an individual is moved from the CO-polluted
site to a normal, outdoor atmosphere, O, begins to
replace the CO in hemoglobin—but the COHDb levels
drop only slowly. The half-time is 2 to 6.5 hours,
depending on individual and environmental factors. If
100% oxygen is administered with a mask, the rate of
exchange can be increased about fourfold; the half-time
for O4-CO exchange can be reduced to tens of minutes
if 100% oxygen at a pressure of 3 atm (303 kPa) is
supplied. Thus, rapid treatment by a properly
equipped medical team is critical.

Carbon monoxide detectors in all homes are
highly recommended. This is a simple and inexpensive
measure to avoid possible tragedy. After completing
the research for this box, we immediately purchased
several new CO detectors for our homes.

conformation in an individual subunit. A conforma-
tional change in one subunit makes a similar change
in an adjacent subunit, as well as the binding of a
second ligand molecule, more likely. There are more
potential intermediate states in this model than in the
concerted model. The two models are not mutually
exclusive; the concerted model may be viewed as the
“all-or-none” limiting case of the sequential model. In

Chapter 6 we use these models to investigate allosteric
enzymes.

Hemoglobin Also Transports H " and C0,

In addition to carrying nearly all the oxygen required by
cells from the lungs to the tissues, hemoglobin carries
two end products of cellular respiration—H" and COy—
from the tissues to the lungs and the kidneys, where
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AlLO) AL ] FIGURE 5-15 Two general models for the interconver-
R ‘ . sion of inactive and active forms of a protein during
% N % % s~ 7@ s~ cooperative ligand binding. Although the models may
']L ']L \ /]L ']L /]L be applied to any protein—including any enzyme
(Chapter 6)—that exhibits cooperative binding, we
% _ L % % = L d = L show here four subunits because the model was origi-
— nally proposed for hemoglobin. (a) In the concerted, or
“/ ,”/ /”/ \ “/ /“/ all-or-none, model (MWC model), all subunits are pos-
% L]L g% % o] o[ tulated to be in the same conformation, either all O
" T 70 T (low affinity or inactive) or all (I (high affinity or active).
']L ’]L ’]L \ ']L ’]L Depending on the equilibrium, K, between O and OJ
N .o 0. [C L\ D fo.rms, the bmdm.g. of one or more ligand molecules (.L)
% S L 8:% %—58 — LQ =10 will pull the equilibrium toward the O form. Subunits
with bound L are shaded. (b) In the sequential model,
“’ “’ /“/ “’ \ /“/ each individual subunit can be in either the O or [ form.
L|L b% _ JLTL) L [L]e A very large number of conformations is thus possible.
OO L[L oo O T L
(€))

they are excreted. The CO,, produced by oxidation of
organic fuels in mitochondria, is hydrated to form bicar-
bonate:
COy + H,O == H*' + HCO;

This reaction is catalyzed by carbonic anhydrase, an
enzyme particularly abundant in erythrocytes. Carbon
dioxide is not very soluble in aqueous solution, and
bubbles of COy would form in the tissues and blood if
it were not converted to bicarbonate. As you can see
from the reaction catalyzed by carbonic anhydrase,
the hydration of CO, results in an increase in the H*
concentration (a decrease in pH) in the tissues. The
binding of oxygen by hemoglobin is profoundly influ-
enced by pH and COy concentration, so the intercon-
version of COy, and bicarbonate is of great importance
to the regulation of oxygen binding and release in the
blood.

Hemoglobin transports about 40% of the total H"
and 15% to 20% of the CO, formed in the tissues to the
lungs and kidneys. (The remainder of the H' is
absorbed by the plasma’s bicarbonate buffer; the
remainder of the CO, is transported as dissolved HCO5
and CO,.) The binding of H" and CO, is inversely
related to the binding of oxygen. At the relatively low
pH and high COy concentration of peripheral tissues,
the affinity of hemoglobin for oxygen decreases as H"
and CO, are bound, and O, is released to the tissues.
Conversely, in the capillaries of the lung, as CO, is
excreted and the blood pH consequently rises, the
affinity of hemoglobin for oxygen increases and the
protein binds more O, for transport to the peripheral
tissues. This effect of pH and CO4 concentration on the
binding and release of oxygen by hemoglobin is called
the Bohr effect, after Christian Bohr, the Danish
physiologist (and father of physicist Niels Bohr) who
discovered it in 1904.

— b

The binding equilibrium for hemoglobin and one
molecule of oxygen can be designated by the reaction

Hb + Og S Hb02

but this is not a complete statement. To account for the
effect of H* concentration on this binding equilibrium,
we rewrite the reaction as

HHb* + 0, == HbO, + H*

where HHb™ denotes a protonated form of hemoglobin.
This equation tells us that the Os-saturation curve of
hemoglobin is influenced by the H™ concentration
(Fig. 5-16). Both O, and H" are bound by hemoglobin,
but with inverse affinity. When the oxygen concentra-
tion is high, as in the lungs, hemoglobin binds O, and
releases protons. When the oxygen concentration is

1.0
pH 7.6
0 o5l pH 7.4
pH7.2
0 ! ! ! !
0 2 4 6 8 10
pO, (kPa)

FIGURE 5-16 Effect of pH on oxygen binding to hemoglobin. The pH of
blood is 7.6 in the lungs and 7.2 in the tissues. Experimental measure-
ments on hemoglobin binding are often performed at pH 7.4.
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low, as in the peripheral tissues, H" is bound and O, is
released.

Oxygen and H' are not bound at the same sites in
hemoglobin. Oxygen binds to the iron atoms of the
hemes, whereas H* binds to any of several amino acid
residues in the protein. A major contribution to the
Bohr effect is made by His'*® (His HC3) of the B sub-
units. When protonated, this residue forms one of the
ion pairs—to Asp™ (Asp FG1)—that helps stabilize
deoxyhemoglobin in the T state (Fig. 5-9). The ion pair
stabilizes the protonated form of His HC3, giving this
residue an abnormally high pK, in the T state. The pK,
falls to its normal value of 6.0 in the R state because the
ion pair cannot form, and this residue is largely unpro-
tonated in oxyhemoglobin at pH 7.6, the blood pH in the
lungs. As the concentration of H' rises, protonation of
His HC3 promotes release of oxygen by favoring a tran-
sition to the T state. Protonation of the amino-terminal
residues of the a subunits, certain other His residues,
and perhaps other groups has a similar effect.

Thus we see that the four polypeptide chains of
hemoglobin communicate with each other not only
about O, binding to their heme groups but also about H*
binding to specific amino acid residues. And there is still
more to the story. Hemoglobin also binds CO,, again in
a manner inversely related to the binding of oxygen.
Carbon dioxide binds as a carbamate group to the
a-amino group at the amino-terminal end of each globin
chain, forming carbaminohemoglobin:

u T H' o A
AN
PrEN=gg— b BN-0—g-
(0]
Amino-terminal Carbamino-terminal
residue residue

This reaction produces H', contributing to the Bohr
effect. The bound carbamates also form additional salt
bridges (not shown in Fig. 5-9) that help to stabilize the
T state and promote the release of oxygen.

When the concentration of carbon dioxide is high,
as in peripheral tissues, some CO, binds to hemoglobin
and the affinity for O, decreases, causing its release.
Conversely, when hemoglobin reaches the lungs, the
high oxygen concentration promotes binding of O, and
release of COs. It is the capacity to communicate ligand-
binding information from one polypeptide subunit to
the others that makes the hemoglobin molecule so
beautifully adapted to integrating the transport of O,
CO,, and H" by erythrocytes.

Oxygen Binding to Hemoglobin Is Regulated by
2,3-Bisphosphoglycerate

The interaction of 2,3-bisphosphoglycerate (BPG)
with hemoglobin molecules further refines the function

of hemoglobin, and provides an example of heterotropic
allosteric modulation.

— b

2,3-Bisphosphoglycerate

BPG is present in relatively high concentrations in
erythrocytes. When hemoglobin is isolated, it contains
substantial amounts of bound BPG, which can be diffi-
cult to remove completely. In fact, the O,-binding
curves for hemoglobin that we have examined to this
point were obtained in the presence of bound BPG.
2,3-Bisphosphoglycerate is known to greatly reduce the
affinity of hemoglobin for oxygen—there is an inverse
relationship between the binding of O, and the binding
of BPG. We can therefore describe another binding pro-
cess for hemoglobin:

HbBPG + 0, == HbO, + BPG

BPG binds at a site distant from the oxygen-binding
site and regulates the Oy-binding affinity of hemoglobin
in relation to the pO, in the lungs. BPG is important in
the physiological adaptation to the lower pO, at high
altitudes. For a healthy human at sea level, the binding
of Oy to hemoglobin is regulated such that the amount
of Oy delivered to the tissues is nearly 40% of the maxi-
mum that could be carried by the blood (Fig. 5-17).
Imagine that such a person is suddenly transported
from sea level to an altitude of 4,500 meters, where the
pO, is considerably lower. The delivery of O, to the tis-
sues is now reduced. However, after just a few hours at
the higher altitude, the BPG concentration in the blood
has begun to rise, leading to a decrease in the affinity of
hemoglobin for oxygen. This adjustment in the BPG
level has only a small effect on the binding of O, in the
lungs but a considerable effect on the release of Og in
the tissues. As a result, the delivery of oxygen to the
tissues is restored to nearly 40% of the Oy that can be
transported by the blood. The situation is reversed
when the person returns to sea level. The BPG concen-
tration in erythrocytes also increases in people suffering
from hypoxia, lowered oxygenation of peripheral tis-
sues due to inadequate functioning of the lungs or cir-
culatory system.

The site of BPG binding to hemoglobin is the cavity
between the B subunits in the T state (Fig. 5-18).
This cavity is lined with positively charged amino acid
residues that interact with the negatively charged
groups of BPG. Unlike Oy, only one molecule of BPG is
bound to each hemoglobin tetramer. BPG lowers hemo-
globin’s affinity for oxygen by stabilizing the T state.
The transition to the R state narrows the binding
pocket for BPG, precluding BPG binding. In the absence
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pO,in pO,in
pO, in lungs lungs
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1.0
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37%
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T~BPG ~ 8 mmat high altitudes
(4,500 m)
I I
0 4 8 12 16
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FIGURE 5-17 Effect of BPG on oxygen binding to hemoglobin. The BPG
concentration in normal human blood is about 5 mm at sea level and
about 8 mm at high altitudes. Note that hemoglobin binds to oxygen
quite tightly when BPG is entirely absent, and the binding curve seems
to be hyperbolic. In reality, the measured Hill coefficient for O,-binding
cooperativity decreases only slightly (from 3 to about 2.5) when BPG is
removed from hemoglobin, but the rising part of the sigmoid curve is
confined to a very small region close to the origin. At sea level, hemo-
globin is nearly saturated with O, in the lungs, but just over 60% satu-
rated in the tissues, so the amount of O, released in the tissues is about
38% of the maximum that can be carried in the blood. At high altitudes,
O, delivery declines by about one-fourth, to 30% of maximum. An
increase in BPG concentration, however, decreases the affinity of hemo-
globin for O,, so approximately 37% of what can be carried is again
delivered to the tissues.

of BPG, hemoglobin is converted to the R state more
easily.

Regulation of oxygen binding to hemoglobin by BPG
has an important role in fetal development. Because a
fetus must extract oxygen from its mother’s blood, fetal
hemoglobin must have greater affinity than the maternal
hemoglobin for O,. The fetus synthesizes vy subunits
rather than B subunits, forming a7y, hemoglobin. This
tetramer has a much lower affinity for BPG than normal
adult hemoglobin, and a correspondingly higher affinity
for O,. & Oxygen-Binding Proteins—Hemoglobin Is Susceptible to
Allosteric Regulation

Sickle-Cell Anemia Is a Molecular Disease
of Hemoglobin

= ) The hereditary human disease sickle-cell anemia
; demonstrates strikingly the importance of amino

— b

FIGURE 5-18 Binding of BPG to deoxyhemoglobin. (a) BPG binding
stabilizes the T state of deoxyhemoglobin (PDB ID 1B86). The negative
charges of BPG interact with several positively charged groups (shown
in blue in this surface contour image) that surround the pocket between
the B subunits on the surface of deoxyhemoglobin in the T state. (b) The
binding pocket for BPG disappears on oxygenation, following transition
to the R state (PDB ID 1BBB). (Compare with Fig. 5-10.)

acid sequence in determining the secondary, tertiary,
and quaternary structures of globular proteins, and thus
their biological functions. Almost 500 genetic variants of
hemoglobin are known to occur in the human popula-
tion; all but a few are quite rare. Most variations consist
of differences in a single amino acid residue. The effects
on hemoglobin structure and function are often minor
but can sometimes be extraordinary. Each hemoglobin
variation is the product of an altered gene. The variant
genes are called alleles. Because humans generally have
two copies of each gene, an individual may have two
copies of one allele (thus being homozygous for that
gene) or one copy of each of two different alleles (thus
heterozygous).

Sickle-cell anemia occurs in individuals who inherit
the allele for sickle-cell hemoglobin from both parents.
The erythrocytes of these individuals are fewer and also
abnormal. In addition to an unusually large number
of immature cells, the blood contains many long, thin,
sickle-shaped erythrocytes (Fig. 5-19). When hemo-
globin from sickle cells (called hemoglobin S) is deoxy-
genated, it becomes insoluble and forms polymers that
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rupture easily; this results in anemia (“lack of blood”).
An even more serious consequence is that capillaries
become blocked by the long, abnormally shaped cells,
causing severe pain and interfering with normal organ
function—a major factor in the early death of many
people with the disease.

Without medical treatment, people with sickle-cell
anemia usually die in childhood. Curiously, the frequency
of the sickle-cell allele in populations is unusually high in

Hemoglobin A Hemoglobin S

(@ S b

FIGURE 5-19 A comparison of (a) uniform, cup-shaped, normal erythro-
cytes with (b) the variably shaped erythrocytes seen in sickle-cell ane-

mia, which range from normal to spiny or sickle-shaped.

aggregate into tubular fibers (Fig. 5-20). Normal
hemoglobin (hemoglobin A) remains soluble on deoxy-
genation. The insoluble fibers of deoxygenated hemo-
globin S cause the deformed, sickle shape of the eryth- -
rocytes, and the proportion of sickled cells increases ,r:’? . =Yy T,
greatly as blood is deoxygenated. A, T ol

The altered properties of hemoglobin S result from ' \ i " g -
a single amino acid substitution, a Val instead of a Glu = T
residue at position 6 in the two 8 chains. The R group of il ™
valine has no electric charge, whereas glutamate has a &l A
negative charge at pH 7.4. Hemoglobin S therefore has
two fewer negative charges than hemoglobin A (one
fewer on each B chain). Replacement of the Glu residue
by Val creates a “sticky” hydrophobic contact point at
position 6 of the B chain, which is on the outer surface
of the molecule. These sticky spots cause deoxyhemo-
globin S molecules to associate abnormally with each
other, forming the long, fibrous aggregates characteristic
of this disorder. g Oxygen-Binding Proteins—Defects in Hh Lead to
Serious Genetic Disease

Sickle-cell anemia, as we have noted, occurs in indi-
viduals homozygous for the sickle-cell allele of the gene
encoding the B8 subunit of hemoglobin. Individuals who
receive the sickle-cell allele from only one parent and are
thus heterozygous experience a milder condition called
sickle-cell trait; only about 1% of their erythrocytes
become sickled on deoxygenation. These individuals
may live completely normal lives if they avoid vigorous

exercise and other stresses on the circulatory system. ) Alignment and crystallizatior;

Sickle-cell anemia is life-threatening and painful. (fiber formation)
People with this disease suffer repeated crises brought (b)
on by physical exertion. They become weak, dizzy, and FIGURE 5-20 Normal and sickle-cell hemoglobin. (a) Subtle differences
short of breath, and they also experience heart murmurs between the conformations of hemoglobin A and hemoglobin S result from
and an increased pulse rate. The hemoglobin content of a single amino acid change in the B chains. (b) As a result of this change,
their blood is only about half the normal value of 15 to deoxyhemoglobin S has a hydrophobic patch on its surface, which causes
16 g/100 mL, because sickled cells are very fragile and the molecules to aggregate into strands that align into insoluble fibers.
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certain parts of Africa. Investigation into this matter led
to the finding that in heterozygous individuals, the allele
confers a small but significant resistance to lethal forms
of malaria. Natural selection has resulted in an allele
population that balances the deleterious effects of the
homozygous condition against the resistance to malaria
afforded by the heterozygous condition. W

SUMMARY 5.1 Reversible Binding of a Protein
to a Ligand: Oxygen-Binding Proteins

» Protein function often entails interactions with
other molecules. A protein binds a molecule,
known as a ligand, at its binding site. Proteins may
undergo conformational changes when a ligand
binds, a process called induced fit. In a
multisubunit protein, the binding of a ligand to one
subunit may affect ligand binding to other
subunits. Ligand binding can be regulated.

» Myoglobin contains a heme prosthetic group,
which binds oxygen. Heme consists of a single
atom of Fe?" coordinated within a porphyrin.
Oxygen binds to myoglobin reversibly; this simple
reversible binding can be described by an
association constant K, or a dissociation constant
K. For a monomeric protein such as myoglobin,
the fraction of binding sites occupied by a ligand is
a hyperbolic function of ligand concentration.

» Normal adult hemoglobin has four heme-
containing subunits, two a and two B, similar in
structure to each other and to myoglobin.
Hemoglobin exists in two interchangeable
structural states, T and R. The T state is most
stable when oxygen is not bound. Oxygen binding
promotes transition to the R state.

» Oxygen binding to hemoglobin is both allosteric
and cooperative. As O, binds to one binding site,
the hemoglobin undergoes conformational changes
that affect the other binding sites—an example of
allosteric behavior. Conformational changes
between the T and R states, mediated by subunit-
subunit interactions, result in cooperative binding;
this is described by a sigmoid binding curve and
can be analyzed by a Hill plot.

» Two major models have been proposed to explain
the cooperative binding of ligands to multisubunit
proteins: the concerted model and the sequential
model.

» Hemoglobin also binds H* and CO,, resulting in
the formation of ion pairs that stabilize the T state
and lessen the protein’s affinity for O, (the Bohr
effect). Oxygen binding to hemoglobin is also
modulated by 2,3-bisphosphoglycerate, which
binds to and stabilizes the T state.

» Sickle-cell anemia is a genetic disease caused by a
single amino acid substitution (Glu® to Val®) in

— b
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each B chain of hemoglobin. The change produces
a hydrophobic patch on the surface of the
hemoglobin that causes the molecules to aggregate
into bundles of fibers. This homozygous condition
results in serious medical complications.

5.2 Complementary Interactions between
Proteins and Ligands: The Immune System
and Immunoglobulins

We have seen how the conformations of oxygen-binding
proteins affect and are affected by the binding of small
ligands (O, or CO) to the heme group. However, most
protein-ligand interactions do not involve a prosthetic
group. Instead, the binding site for a ligand is more
often like the hemoglobin binding site for BPG—a cleft
in the protein lined with amino acid residues, arranged
to make the binding interaction highly specific. Effective
discrimination between ligands is the norm at binding
sites, even when the ligands have only minor structural
differences.

All vertebrates have an immune system capable of
distinguishing molecular “self” from “nonself” and then
destroying what is identified as nonself. In this way, the
immune system eliminates viruses, bacteria, and other
pathogens and molecules that may pose a threat to the
organism. On a physiological level, the immune response
is an intricate and coordinated set of interactions among
many classes of proteins, molecules, and cell types. At
the level of individual proteins, the immune response
demonstrates how an acutely sensitive and specific bio-
chemical system is built upon the reversible binding of
ligands to proteins.

The Immune Response Features a Specialized
Array of Cells and Proteins

Immunity is brought about by a variety of leukocytes
(white blood cells), including macrophages and lym-
phocytes, all of which develop from undifferentiated
stem cells in the bone marrow. Leukocytes can leave the
bloodstream and patrol the tissues, each cell producing
one or more proteins capable of recognizing and binding
to molecules that might signal an infection.

The immune response consists of two complemen-
tary systems, the humoral and cellular immune systems.
The humoral immune system (Latin Zumor, “fluid”™)
is directed at bacterial infections and extracellular
viruses (those found in the body fluids), but can also
respond to individual foreign proteins. The cellular
immune system destroys host cells infected by viruses
and also destroys some parasites and foreign tissues.

At the heart of the humoral immune response are
soluble proteins called antibodies or immunoglobu-
lins, often abbreviated Ig. Inmunoglobulins bind bacte-
ria, viruses, or large molecules identified as foreign and
target them for destruction. Making up 20% of blood
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protein, the immunoglobulins are produced by B lym-
phocytes, or B cells, so named because they complete
their development in the bone marrow.

The agents at the heart of the cellular immune
response are a class of T lymphocytes, or T cells (so
called because the latter stages of their development
occur in the thymus), known as cytotoxic T cells (T
cells, also called killer T cells). Recognition of infected
cells or parasites involves proteins called T-cell recep-
tors on the surface of T cells. Receptors are proteins,
usually found on the outer surface of cells and extending
through the plasma membrane; they recognize and bind
extracellular ligands, triggering changes inside the cell.

In addition to cytotoxic T cells, there are helper T
cells (Ty cells), whose function it is to produce soluble
signaling proteins called cytokines, which include the
interleukins. Ty cells interact with macrophages. The Ty
cells participate only indirectly in the destruction of
infected cells and pathogens, stimulating the selective
proliferation of those T and B cells that can bind to a
particular antigen. This process, called clonal selec-
tion, increases the number of immune system cells that
can respond to a particular pathogen. The importance
of Ty cells is dramatically illustrated by the epidemic
produced by HIV (human immunodeficiency virus), the
virus that causes AIDS (acquired immune deficiency
syndrome). The primary targets of HIV infection are Ty
cells. Elimination of these cells progressively incapaci-
tates the entire immune system. Table 5-2 summarizes
the functions of some leukocytes of the immune system.

Each recognition protein of the immune system,
either a T-cell receptor or an antibody produced by a
B cell, specifically binds some particular chemical struc-
ture, distinguishing it from virtually all others. Humans
are capable of producing more than 10® different anti-

ILGILREY A Some Types of Leukocytes Associated with
the Immune System

Cell type Function

Macrophages Ingest large particles and

cells by phagocytosis

B lymphocytes (B cells) Produce and secrete
antibodies

T lymphocytes (T cells)

Cytotoxic (killer)
T cells (Ty)

Interact with infected
host cells through
receptors on

T-cell surface

Helper T cells (Ty) Interact with
macrophages and
secrete cytokines
(interleukins) that
stimulate T, Ty, and

B cells to proliferate.
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bodies with distinct binding specificities. Given this
extraordinary diversity, any chemical structure on the
surface of a virus or invading cell will most likely be
recognized and bound by one or more antibodies.
Antibody diversity is derived from random reassembly
of a set of immunoglobulin gene segments through
genetic recombination mechanisms that are discussed
in Chapter 25 (see Fig. 25-42).

A specialized lexicon is used to describe the unique
interactions between antibodies or T-cell receptors and
the molecules they bind. Any molecule or pathogen
capable of eliciting an immune response is called an
antigen. An antigen may be a virus, a bacterial cell wall,
or an individual protein or other macromolecule. A com-
plex antigen may be bound by several different antibod-
ies. An individual antibody or T-cell receptor binds only
a particular molecular structure within the antigen,
called its antigenic determinant or epitope.

It would be unproductive for the immune system to
respond to small molecules that are common intermedi-
ates and products of cellular metabolism. Molecules of
M, <5,000 are generally not antigenic. However, when
small molecules are covalently attached to large proteins
in the laboratory, they can be used to elicit an immune
response. These small molecules are called haptens.
The antibodies produced in response to protein-linked
haptens will then bind to the same small molecules in
their free form. Such antibodies are sometimes used in
the development of analytical tests described later in
this chapter or as a specific ligand in affinity chromatog-
raphy (see Fig. 3-18c). We now turn to a more detailed
description of antibodies and their binding properties.

Antibodies Have Two Identical Antigen-Binding Sites

Immunoglobulin G (IgG) is the major class of anti-
body molecule and one of the most abundant proteins in
the blood serum. IgG has four polypeptide chains: two
large ones, called heavy chains, and two light chains,
linked by noncovalent and disulfide bonds into a com-
plex of M, 150,000. The heavy chains of an IgG molecule
interact at one end, then branch to interact separately
with the light chains, forming a Y-shaped molecule
(Fig. 5-21). At the “hinges” separating the base of an
IgG molecule from its branches, the immunoglobulin
can be cleaved with proteases. Cleavage with the prote-
ase papain liberates the basal fragment, called Fe
because it usually crystallizes readily, and the two
branches, called Fab, the antigen-binding fragments.
Each branch has a single antigen-binding site.

The fundamental structure of immunoglobulins
was first established by Gerald Edelman and Rodney
Porter. Each chain is made up of identifiable domains;
some are constant in sequence and structure from one
IgG to the next, others are variable. The constant
domains have a characteristic structure known as the
immunoglobulin fold, a well-conserved structural
motif in the all-B class of proteins (Chapter 4).
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Antigen- Antigen-
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C = constant domain
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(a) (b)

FIGURE 5-21 Immunoglobulin G. (a) Pairs of heavy and light chains
combine to form a Y-shaped molecule. Two antigen-binding sites are
formed by the combination of variable domains from one light (V) and
one heavy (Vy) chain. Cleavage with papain separates the Fab and Fc
portions of the protein in the hinge region. The Fc portion of the mole-
cule also contains bound carbohydrate (shown in (b)). (b) A ribbon

There are three of these constant domains in each
heavy chain and one in each light chain. The heavy and
light chains also have one variable domain each, in
which most of the variability in amino acid sequence is
found. The variable domains associate to create the
antigen-binding site (Fig. 5-21), allowing formation of
an antigen-antibody complex (Fig. 5-22).

In many vertebrates, IgG is but one of five classes of
immunoglobulins. Each class has a characteristic type of
heavy chain, denoted «, 8, ¢, vy, and u for IgA, IgD, IgE,
IgG, and IgM, respectively. Two types of light chain, «

Antigen
—_—

Antigen-antibody
complex

Antibody

FIGURE 5-22 Binding of IgG to an antigen. To generate an optimal fit
for the antigen, the binding sites of 1gG often undergo slight conformational
changes. Such induced fit is common to many protein-ligand interactions.
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model of the first complete IgG molecule to be crystallized and structur-
ally analyzed (PDB ID 1IGT). Although the molecule has two identical
heavy chains (two shades of blue) and two identical light chains (two

shades of red), it crystallized in the asymmetric conformation shown
here. Conformational flexibility may be important to the function of
immunoglobulins.

and A, occur in all classes of immunoglobulins. The over-
all structures of IgD and IgE are similar to that of IgG.
IgM occurs either in a monomeric, membrane-bound
form or in a secreted form that is a cross-linked pentamer
of this basic structure (Fig. 5-23). IgA, found princi-
pally in secretions such as saliva, tears, and milk, can be
a monomer, dimer, or trimer. IgM is the first antibody to

u Heavy
chains

s

Ei

FIGURE 5-23 IgM pentamer of immunoglobulin units. The pentamer is
cross-linked with disulfide bonds (yellow). The J chain is a polypeptide
of M, 20,000 found in both IgA and IgM.

Light
chains
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be made by B lymphocytes and the major antibody in the
early stages of a primary immune response. Some B cells
soon begin to produce IgD (with the same antigen-bind-
ing site as the IgM produced by the same cell), but the
particular function of IgD is less clear.

The IgG described above is the major antibody in
secondary immune responses, which are initiated by a
class of B cells called memory B cells. As part of the
organism’s ongoing immunity to antigens already encoun-
tered and dealt with, IgG is the most abundant immuno-
globulin in the blood. When IgG binds to an invading
bacterium or virus, it activates certain leukocytes such as
macrophages to engulf and destroy the invader, and also
activates some other parts of the immune response.
Receptors on the macrophage surface recognize and bind
the Fc region of IgG. When these Fc receptors bind an
antibody-pathogen complex, the macrophage engulfs the
complex by phagocytosis (Fig. 5-24).

=3 ) IgE plays an important role in the allergic

E response, interacting with basophils (phagocytic
leukocytes) in the blood and with histamine-secreting
cells called mast cells, which are widely distributed in
tissues. This immunoglobulin binds, through its Fc
region, to special Fc receptors on the basophils or mast
cells. In this form, IgE serves as a receptor for antigen.
If antigen is bound, the cells are induced to secrete
histamine and other biologically active amines that
cause dilation and increased permeability of blood
vessels. These effects on the blood vessels are thought
to facilitate the movement of immune system cells and
proteins to sites of inflammation. They also produce the
symptoms normally associated with allergies. Pollen or
other allergens are recognized as foreign, triggering an
immune response normally reserved for pathogens. ®

Antibodies Bind Tightly and Specifically to Antigen

The binding specificity of an antibody is determined by
the amino acid residues in the variable domains of its

P Fc region of IgG

lgG-coat i
Fc receptor gG-coated virus

Macrophage

—_—

phagocytosis

FIGURE 5-24 Phagocytosis of an antibody-bound virus by a macro-
phage. The Fc regions of antibodies bound to the virus now bind to Fc
receptors on the surface of a macrophage, triggering the macrophage to
engulf and destroy the virus.

heavy and light chains. Many residues in these domains
are variable, but not equally so. Some, particularly those
lining the antigen-binding site, are hypervariable—
especially likely to differ. Specificity is conferred by
chemical complementarity between the antigen and its
specific binding site, in terms of shape and the location
of charged, nonpolar, and hydrogen-bonding groups.
For example, a binding site with a negatively charged
group may bind an antigen with a positive charge in the
complementary position. In many instances, comple-
mentarity is achieved interactively as the structures of
antigen and binding site influence each other as they
come closer together. Conformational changes in the
antibody and/or the antigen then allow the complemen-
tary groups to interact fully. This is an example of
induced fit. The complex of a peptide derived from HIV
(a model antigen) and an Fab molecule, shown in
Figure 5-25, illustrates some of these properties.
The changes in structure observed on antigen binding
are particularly striking in this example.

A typical antibody-antigen interaction is quite
strong, characterized by K, values as low as 107! m

(a) Conformation with
no antigen bound

FIGURE 5-25 Induced fit in the binding of an antigen to IgG. The mole-
cule here, shown in surface contour, is the Fab fragment of an IgG. The
antigen is a small peptide derived from HIV. Two residues in the heavy
chain (blue) and one in the light chain (red) are colored to provide visual
points of reference. (@) View of the Fab fragment in the absence of antigen,
looking down on the antigen-binding site (PDB ID 1GGC). (b) The

— b

(b) Antigen bound
(but not shown) (shown)

(c) Antigen bound

same view, but with the Fab fragment in the "bound” conformation (PDB
ID 1GGI); the antigen is omitted to provide an unobstructed view of the
altered binding site. Note how the binding cavity has enlarged and
several groups have shifted position. (¢) The same view as (b), but with
the antigen in the binding site, pictured as a red stick structure.
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178  Protein Function

(recall that a lower K, corresponds to a stronger binding
interaction; see Table 5-1). The K, reflects the energy
derived from the various ionic, hydrogen-bonding,
hydrophobic, and van der Waals interactions that stabi-
lize the binding. The binding energy required to pro-
duce a Ky of 107" M is about 65 kJ/mol.

The Antibody-Antigen Interaction Is the Basis
for a Variety of Important Analytical Procedures

The extraordinary binding affinity and specificity of anti-
bodies make them valuable analytical reagents. Two types
of antibody preparations are in use: polyclonal and mono-
clonal. Polyclonal antibodies are those produced by
many different B lymphocytes responding to one antigen,
such as a protein injected into an animal. Cells in the
population of B lymphocytes produce antibodies that bind
specific, different epitopes within the antigen. Thus, poly-
clonal preparations contain a mixture of antibodies that
recognize different parts of the protein. Monoclonal
antibodies, in contrast, are synthesized by a population of
identical B cells (a clone) grown in cell culture. These
antibodies are homogeneous, all recognizing the same epi-
tope. The techniques for producing monoclonal antibodies
were developed by Georges Kohler and Cesar Milstein.
The specificity of antibodies has practical uses. A
selected antibody can be covalently attached to a resin

——

Georges Kohler, 1946-1995

Cesar Milstein, 1927-2002

and used in a chromatography column of the type
shown in Figure 3—17c . When a mixture of proteins is
added to the column, the antibody specifically binds its
target protein and retains it on the column while other
proteins are washed through. The target protein can
then be eluted from the resin by a salt solution or some
other agent. This is a powerful protein analytical tool.

In another versatile analytical technique, an anti-
body is attached to a radioactive label or some other
reagent that makes it easy to detect. When the antibody
binds the target protein, the label reveals the presence
of the protein in a solution or its location in a gel or even
a living cell. Several variations of this procedure are
illustrated in Figure 5-26.
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FIGURE 5-26 Antibody techniques. The specific reac-
tion of an antibody with its antigen is the basis of
several techniques that identify and quantify a specific
protein in a complex sample. (@) A schematic repre-
sentation of the general method. (b) An ELISA to test
for the presence of herpes simplex virus (HSV) anti-
bodies in blood samples. Wells were coated with an
HSV antigen, to which antibodies against HSV will
bind. The second antibody is anti-human IgG linked to
horseradish peroxidase. Following completion of the
steps shown in (a), blood samples with greater
amounts of HSV antibody turn brighter yellow. (c) An
immunoblot. Lanes 1to 3 are from an SDS gel;, samples
from successive stages in the purification of a protein
kinase were separated and stained with Coomassie
blue. Lanes 4 to 6 show the same samples, but these
were electrophoretically transferred to a nitrocellulose
membrane after separation on an SDS gel. The mem-
brane was then “probed” with antibody against the
protein kinase. The numbers between the SDS gel and
the immunoblot indicate M, in thousands.
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An ELISA (enzyme-linked immunosorbent assay)
can be used to rapidly screen for and quantify an anti-
gen in a sample (Fig. 5-26b). Proteins in the sample are
adsorbed to an inert surface, usually a 96-well polysty-
rene plate. The surface is washed with a solution of an
inexpensive nonspecific protein (often casein from non-
fat dry milk powder) to block proteins introduced in
subsequent steps from adsorbing to unoccupied sites.
The surface is then treated with a solution containing
the primary antibody—an antibody against the protein
of interest. Unbound antibody is washed away, and the
surface is treated with a solution containing a secondary
antibody—antibody against the primary antibody—
linked to an enzyme that catalyzes a reaction that forms
a colored product. After unbound secondary antibody is
washed away, the substrate of the antibody-linked
enzyme is added. Product formation (monitored as
color intensity) is proportional to the concentration of
the protein of interest in the sample.

In an immunoblot assay, also called a Western
blot (Fig. 5-26¢), proteins that have been separated by
gel electrophoresis are transferred electrophoretically
to a nitrocellulose membrane. The membrane is blocked
(as described above for ELISA), then treated succes-
sively with primary antibody, secondary antibody linked
to enzyme, and substrate. A colored precipitate forms
only along the band containing the protein of interest.
Immunoblotting allows the detection of a minor compo-
nent in a sample and provides an approximation of its
molecular weight. & Immunoblotting

We will encounter other aspects of antibodies in
later chapters. They are extremely important in medi-
cine and can tell us much about the structure of pro-
teins and the action of genes.

SUMMARY 5.2 Complementary Interactions between
Proteins and Ligands: The Immune System and
Immunoglobulins

» The immune response is mediated by
interactions among an array of specialized
leukocytes and their associated proteins. T
Ilymphocytes produce T-cell receptors. B
Ilymphocytes produce immunoglobulins. In a
process called clonal selection, helper T cells
induce the proliferation of B cells and cytotoxic
T cells that produce immunoglobulins or of T-cell
receptors that bind to a specific antigen.

» Humans have five classes of immunoglobulins,
each with different biological functions. The most
abundant class is IgG, a Y-shaped protein with two
heavy and two light chains. The domains near the
upper ends of the Y are hypervariable within the
broad population of IgGs and form two antigen-
binding sites.

» A given immunoglobulin generally binds to only a
part, called the epitope, of a large antigen. Binding

— b

often